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ECONOMY 97(6): 1395-1424. 

 
Abstract, Keywords, JEL Codes 
 
 

WITTMAN’S AMAZING HIT1

 
Donald Wittman's "Why Democracies Produce Efficient Results" 

(1989) should be the envy of every heterodox economist. It has virtually no 
math; it has no econometrics; and it boldly tackles one of the biggest of the 
Big Questions—the relative merits of democracy versus the market. With 
these three strikes against it, it still appeared as a full-length article in the 
ultra-prestigious Journal of Political Economy in the not-so-distant year of 1989. 
Wittman's accomplishment is all the more impressive considering that he is 
not an elder statesman of economics. Top journals occasionally provide a 

                                                                                        
* Department of Economics, Center for Study of Public Choice, and Mercatus Center, 
George Mason University. 
Steve Miller provided excellent research assistance.  The standard disclaimer applies. 
1 The thrust of this comment is critical, so let me affirm at the outset that few articles have 
been more worthy of The Journal of Political Economy than "Why Democracies Produce 
Efficient Results." Wittman's article is immune to most of the standard complaints— 
irrelevant, derivative, mere showing-off—about the contents of the top journals. Even 
though I reject many of his answers, the questions Wittman raises about political economy 
are profound.  

http://www.econjournalwatch.org/pdf/CaplanAbstractApril2005.pdf


BRYAN CAPLAN 

soap box for actual and prospective Nobel prize-winners to share their 
wisdom in plain English, but only toward the end of a long career of 
conventional research. Wittman's piece was published on its merits, not as a 
Lifetime Achievement Award. 

In the debate over markets versus democracy, there are four logically 
possible positions (Table 1). The first is "Markets Fail, Democracy Works," 
widely held by social democrats like Galbraith.2 The second is "Markets 
Work, Democracy Fails," the stereotypical view of the Friedman-era 
Chicago economist. The third is the "Markets Fail, Democracy Fails," 
stance of totalitarian thinkers like Lenin. The last is "Markets Work, 
Democracy Works." Though this final position has had few proponents, 
Wittman defends it as the most consistent with the economic way of 
thinking. 

 
Table 1: Markets and Democracy 

 
 

 
 
 
 
 
 
 
 

 Democracy 

 Works Fails 

Work Wittman Friedman 

   
 M

ar
ke

ts
 

Fail Galbraith Lenin 

A cynic might respond "It depends on the meaning of 'works' and 
'fails,'" and Wittman feeds this suspicion at several points by invoking the 
toothless textbook standard of Pareto efficiency. A state of affairs is Pareto 
efficient if and only if it is impossible to make one person better off without 
making another person worse off. Given human heterogeneity and 
transactions costs, though, virtually every state of affairs meets the Pareto 
standard. The Myth of Democratic Failure (1995), Wittman's book-length case 
for democratic efficiency, clears up this ambiguity. His defense of 
democracy is substantive, not semantic. 

 

                                                                                        
2 This is the one combination that Wittman does not specifically mention (1989, 1395-6) — 
strange given its popularity in the social sciences. 
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In this book, I use the words efficiency, Pareto optimality, and 
wealth maximization interchangeably, but I always mean 
them in the strong sense of wealth maximization. I do not 
argue that voters are poorly informed and politicians shirk 
and that this is efficient because it would be too costly to 
have it otherwise; but rather I argue that voters are highly 
informed and there is little shirking. Nor do I argue that 
because any move is likely to make someone worse off, 
everything is efficient. (1995, 6)   
 

How does Wittman defend his unusual position?  It would be hard to 
answer more succinctly than he does. 

 
Behind every model of government failure is an 
assumption of extreme voter stupidity, serious lack of 
competition, or excessively high negotiation/transfer costs. 
Economists are very suspicious of similar assumptions 
regarding economic markets. This skepticism should be 
carried over to models of government behavior. (1989, 
1421) 

 
Notice that Wittman does not assert that economists who emphasize 

government failure explicitly declare that voters are extremely stupid, or 
politicians collude, or political transactions costs are unnaturally large. He 
insists only that they need at least one of the three to impugn the efficiency 
of government.   

 
 
 

HOW TO THINK LIKE WITTMAN 
 
 

Why is at least one of the three assumptions required? Given space 
limitations, I can only sketch Wittman's position, which he spells out in 
greatest detail in The Myth of Democratic Failure (1995). 
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“Extreme Voter Stupidity” 
 

This phrase is tailored to get the following knee-jerk reaction from 
his intellectual opponents: "I do not assume that voters are 'stupid.' I 
assume that they are ignorant. There is a difference between stupidity and 
ignorance." But Wittman means what he says. "Ignorance" has a precise 
meaning in modern academic economics.3  Formal models equate it with 
random noise. To capture workers' ignorance of inflation, for example, the 
standard technique is to assume that they observe inflation plus 

, i.e., a normally distributed error term with a mean of zero and 
a standard deviation of 

),0(~ 2σε N
σ . If the mean error were not zero, then workers 

would by definition not have rational expectations, and would therefore be 
called irrational (or "stupid") rather than merely ignorant.4 This is a vital 
distinction, because as long as the mean error is zero, the Law of Large 
Numbers implies that random errors tend to cancel each other out (Page 
and Shapiro 1992). 

Critics of government routinely cite voter ignorance as the cause of 
wasteful spending, protectionism, and so on. Not so fast, says Wittman. 
This would make sense if voters systematically underestimated the level of waste 
or the harm of protectionism. But ignorance does not lead to systematic 
error. 

 
[T]o be uninformed about a policy does not imply that 
voters underestimate (or overestimate) its effects. For 
example, to be uninformed about the nature of pork barrel 
projects in other congressional districts does not mean that 
voters underestimate the effects of the pork barrel; it is 
quite possible that the uninformed exaggerate both the 
extent and the negative consequences of pork barrel 
projects. (1989, 1401) 

 

                                                                                        
3 Its definition in earlier, non-academic, and heterodox economic writing is admittedly less 
rigid. Depending on the economist and the forum, "ignorance" sometimes encompasses 
biased ways of thought, false interpretations, dogmatism, and so on. (Klein 1999) 
4 The rational expectations interpretation of "rationality" (Sheffrin 1996) is fairly standard in 
modern academic economics. Charles Rowley, one of Wittman's staunchest critics, largely 
agrees: "Wittman deploys thick rationality assumptions. Most, though not all, public choice 
scholars share this prejudice, not least because it facilitates empirical analysis." (1997, 17-8)  
For the sake of clarity, this paper always uses the rational expectations definitions of 
"ignorance" and "irrationality."  
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It makes no difference, Wittman adds, if voters' sources of information 
are biased. Rational actors do not take unverifiable statements by interested 
parties at face value. They discount, or adjust, for the trustworthiness of the 
source. 

 
I have never met anyone who believes that the Defense 
Department does not exaggerate the need for defense 
procurement. But if everyone knows that the Defense 
Department will exaggerate the importance of its 
contribution to human welfare, then, on average, voters 
will sufficiently discount Defense Department claims. 
(1989, 1401) 

 
In other words, there is a difference between being ignorant and being 

gullible. If you are so ignorant that you cannot tell honest news from lies, the 
rational strategy is to ignore the talking heads and suspend judgment.5

Wittman adds that voters know a lot more than economists give 
them credit for. True, voters have little incentive to gather political 
information, but this in no way proves that voters possess little information.  
Other political actors—like politicians, journalists, and interest groups—
have an incentive to take up the slack, to collect information for the voters 
and send it to them as a free gift. Moreover, the voters' problem is easier 
than it appears. They do not have to master the details of politics; they can 
rely on name brands (like partisan labels and interest group endorsements) 
as well as candidate reputation. Once you know that candidate X is a 
conservative Democrat, or a friend of the AFL-CIO, what is the "value-
added" of combing through his voting record? (Popkin 1991; Lupia and 
McCubbins 1998) 

 
 

“Serious Lack of Competition” 
 

Most of the classic complaints about markets are wrong because they 
overlook the power of competition. Greed combined with monopoly 
means a bad deal for consumers. But if consumers have a choice, if they 
can transfer their patronage to another firm, greed impels you to treat them 

                                                                                        
5 In fact, Wittman points out (1995, 107) that if voters realize that political insiders know 
more than they do about which policies are socially beneficial, it reduces the demand for 
government programs. Asymmetric information in politics, like asymmetric information in 
markets, makes equilibrium quantity go down, not up. 
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right. Admittedly, some economists dwell on the number of competing firms, 
but in Wittman's Chicago milieu6 such misgivings have long been 
downplayed (Bork 1978).  Even duopoly is often fiercely competitive.   

If competition exerts such powerful discipline in markets, asks 
Wittman, how can it fail to do the same in politics? Whenever an economist 
claims that unpopular policies persist, he commits himself, perhaps 
unwittingly, to the view that elections are uncompetitive. Politicians are 
desperate to win, and those who take unpopular positions lose votes. The 
natural strategy for challengers, then, is to point out incumbents' unpopular 
policies and vow to reverse them. The natural defense for incumbents is to 
stick to popular policies, so rivals have little to work with when election 
season comes. As long as candidates play competitively, it is hard to see 
how unpopular policies can last.   

Of course, you could concoct an elaborate story about how 
politicians collude to deprive the voters of real choices. Though logically 
possible, Wittman finds it far-fetched. "The ability to maintain such a cartel 
among so many people with so many possible entrants is unfathomable to a 
student of industrial organization." (1995, 24) Elections may look 
duopolistic, but only if you forget about all of the contenders who quit 
before the end, not to mention everyone who would have run if they 
thought they had a chance. 

How does Wittman account for alleged symptoms of political 
monopoly like high reelection rates? His common-sense answer should 
resonate with any economist. 

 
Incumbents tend to be reelected for the same reason that 
the winner of the last footrace is likely to win the next one 
and the head of a corporation is likely to maintain his 
position tomorrow. They are the best.  That is why they 
won in the first place and why they are likely to win again. 
(1995, 25) 

 
 
 
 

                                                                                        
6 Wittman was an assistant professor of political science at University of Chicago from 1974-
1976. 
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“Excessively High Negotiation/Transfer Costs” 
 

 Even if voters know the score and politicians vigorously compete, 
majority rule has built-in defects. You can get inefficient outcomes if 
median and mean preferences differ, if pressure groups lobby for special 
treatment, or if collective intransitivities lead to cycling. For Wittman, the 
flaw with all of these complaints is that they neglect the power of political 
bargaining. If one side has the votes it needs to impose an inefficient 
transfer, there is no need to go through with it. You can always bargain 
your way to something better. 

Take the classic case of rent control, which transfers, say, $10,000 to 
tenants at the cost of $12,000 to landlords. If people vote selfishly, and 
tenants outnumber landlords, rent control looks like a sure winner. But 
there is a creative alternative. The tenants' representatives can say: "We have 
the votes to impose rent control, so you landlords are going to lose at least 
$10,000. But let's make a deal. We will drop our demand for rent control if 
you vote for a property tax hike of $11,000, which can in turn be 
redistributed back to tenants. Then both our sides are $1000 better off than 
under rent control." 

The standard caveat for this Coasean analysis is that transactions 
costs stand in the way. But for Wittman, democracy is all about slashing 
transactions costs: "For example, majority rule instead of a unanimity rule 
prevents monopoly hold-outs, thereby reducing negotiation costs." (1989, 
1402) Think how hard it would be to pass legislation if all the parties had to 
agree—as they must in a private contract. Wittman defends the committee 
system in Congress on similar grounds. 

Public choice economists have often complained that governments 
fund thousands of inefficient programs. Individually, none is worth the 
transactions costs of abolition, but taken together, they are a large 
deadweight cost. As the quip goes, "A billion here, a billion there, pretty 
soon it adds up to real money."7 The solution, according to Wittman, is an 
omnibus repeal bill. You can economize on transactions costs by bundling a 
lot of small inefficient programs together, and asking legislators to abolish 
the whole bundle. To his credit, Wittman emphasized this possibility years 
before post-Cold-War base closing legislation made it a reality.  

 
 

                                                                                        
7 The Quotations Page attributes this quote to Senator Everett Dirksen.  
http://www.quotationspage.com/quote/170.html 
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WHERE WITTMAN GOES WRONG 
 
 

Logic textbooks make a critical distinction between a valid argument 
and a sound argument.8 In a valid argument, the conclusion follows from the 
assumptions. A sound argument is a valid argument where all the assumptions 
are true. The following argument is valid but not sound: 

 
All men are immortal. 
Socrates is a man. 
Therefore, Socrates is immortal. 
 
Most of Wittman's critics emphasize that his economic reasoning is 

largely invalid.9 (Boudreaux 1996; Rowley 1997; Rowley and Vachris 1996)  
Rowley (1997, 17-18), for example, faults Wittman for ignoring the effects 
of rational ignorance, and goes on to argue that rationally ignorant voters 
are especially vulnerable to political propaganda. Rowley and Vachris (1996, 
73) add that, due to asymmetric information, "political markets are biased 
toward policies that provide concentrated benefits to well-organized, small 
groups." Boudreaux's (1996, 117-8) critique of Wittman objects that even if 
voters are well-informed, policy bundling and infrequent elections make it 
very hard for politicians to figure out what voters want.   

On balance, though, it is hard to fault Wittman's logic. He anticipates 
the arguments of Rowley (1997) and Rowley and Vachris (1996) about 
rational ignorance, pointing out (1995, 15-17, 107) that the consequences they 
ascribe to it do not follow. Wittman (1995, 181-2) does not specifically 
address Boudreaux's concerns about electoral "lumpiness." But Wittman 
would probably respond that Boudreaux underestimates the intelligence of 
the political entrepreneur. If it is hard to discern voter preferences from 
vote tallies, politicians can get a more nuanced reading from surveys and 
focus groups.10

                                                                                        
8 See e.g. Copi and Cohen (1994: 61-6) 
9 Critics also unfortunately criticize Wittman for making assumptions he plainly rejects, such 
as that "all voters are fully informed" (Rowley 1997, 19) or even that people have "perfect 
information and an unlimited ability to understand and make use of such information." 
(Rowley 1997, 17) 
10 It is also worth mentioning that housing markets—and to a lesser extent all markets for 
durable goods—also suffer from the problems of bundling and infrequent decisions. If 
businesses can cope with these problems, why not politicians? 
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My defense of Wittman against his critics does not mean that I share 
his conclusion. My point, rather, is that the weakness of Wittman's position 
lies in his starting point, not his logic. His key arguments rest on a false 
assumption; though valid, they are not sound.11   

Wittman convincingly demonstrates that democracy is efficient if (1) 
voters are rational, (2) elections are competitive, and (3) political 
transactions costs are fairly low. Furthermore, he makes a rather persuasive 
case, at least to my mind, for both (2) and (3).  It is hard to observe a major 
election and conclude that the major candidates are not struggling to beat 
each other. And Wittman is clearly right that representative democracy is a 
much cheaper way for a quarter billion people to make group decisions 
than one big unanimous contract.12   

Yet Wittman's democratic optimism has an Achilles heel: the assumption 
of voter rationality. Bear in mind that he uses "rationality" in the empirically 
falsifiable sense of rational expectations. (Wittman 1989, 1401-2) If voters make 
systematic mistakes, then they are ipso facto irrational. Several different 
empirical approaches confirm that they do. Not only are voters systematically 
biased, they have large biases on questions of direct policy relevance. 

 
 
Comparing Average Beliefs to Known Facts 

 
 The simplest test of systematic bias is to take objective, quantifiable 

facts and compare them to voters' beliefs. If for example foreign aid is 1% 
of the federal budget, ask the public "What percentage of the federal budget 

                                                                                        

11 Wittman's other critics do occasionally question the soundness of his position, though 
only in Lott (1997) does this sort of objection predominate. Boudreaux (1996: 120-1) appeals 
to Brennan and Lomasky's (1993) expressive voting theory, which has important similarities 
to my account. Lott (1997: 7) argues that even if voters estimate the strength of relationships 
without bias, they may fail to consider the possibility that a relationship exists, giving public 
opinion a "bias towards zero." (Fremling and Lott 1996) Rowley (1997), Lott (1997), Rowley 
and Vachris (1996), and Boudreaux (1996) all argue that Wittman underestimates transaction 
costs. Rowley (1997:21-2) faults Wittman for "relying excessively on rational expectations," 
but makes few specific claims about what systematic biases voters have or how these biases 
lead to political failure.   
12 Most of Wittman's critics remark that "political property rights" are poorly defined and/or 
harder to exchange than ordinary property rights. But this just raises a deeper question: Why 
don't politicians increase their popularity by trying to solve this problem? If the answer is 
something like "Voters underestimate the benefits of codifying political property rights," the 
real problem is voter irrationality, not high transaction costs. 
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goes to foreign aid?" Then statistically test the hypothesis that the public's 
average answer equals 1%. If the average response of a representative 
sample is 10%, there is strong evidence that the public systematically 
overestimates government spending on foreign aid. Empirical work along 
these lines finds large systematic errors on important questions. For 
example, the National Survey of Public Knowledge of Welfare Reform and 
the Federal Budget (1995) reports that the public heavily overestimates the 
share of the federal budget devoted to welfare spending and especially 
foreign aid, and underestimates the share going to Social Security.  

 
 

Comparing Average Beliefs to the Beliefs of the Most-Knowledgeable 
Segments of the Public 

 
Comparing average beliefs to Known Facts is a good strategy for cut-

and-dried questions, but what about questions that cannot be resolved 
using The Statistical Abstract of the United States? Political scientists such as 
Scott Althaus (2003) and Delli Carpini and Keeter (1996) handle this 
difficulty using the following technique: 

 
1.  Administer a test of objective political knowledge combined with a 
survey of policy preferences. 
2.  Estimate individuals' policy preferences as a function of their 
demographics and their objective political knowledge. 
3.  Simulate what policy preferences would look like if all members of 
all demographic groups had the maximum level of objective political 
knowledge. 
 
The simulated policy preferences are often called the public's 

enlightened preferences; they are what the public would want if it knew a lot 
more about politics, and its other characteristics stayed the same.   

If voters had rational expectations, the distribution of enlightened 
preferences would match the distribution of actual preferences.  Empirically, 
they are not even close. Surveying a large literature, Althaus (2003, 102-33) 
reports that enlightened preferences are markedly more economically 
conservative and socially liberal—in a nutshell, more libertarian.13 For 

                                                                                        
13 It is less clear that enlightened preferences about foreign policy are more libertarian. As 
Althaus puts it, "[F]ully informed opinion on foreign policy issues is relatively more 
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example, the 1996 American National Election Studies has respondents 
choose between two positions: "One, we need a strong government to 
handle today's complex economic problems; or two, the free market can 
handle these problems without government becoming involved?" (Althaus 
1996, 111) The actual break-down was 62/38 in favor of strong 
government, but estimated enlightened preferences were 15 percentage points 
more pro-market.  

 
 
Comparing Average Beliefs to Average Expert Beliefs 

 
We all share a (defeasible) presumption that if laymen and experts 

disagree, the experts are right. This suggests one last approach to systematic 
bias: Compare the public's beliefs to those of experts. I employ this strategy 
in a series of papers on economic beliefs. My tests for systematic bias 
compare the beliefs of the general public to those of economics Ph.D.s14 
(Caplan 2002). Once again, there is strong evidence that the public's beliefs 
are systematically in error. Most notably, non-economists seriously under-
estimate the social benefits of the market mechanism, especially for 
international and labor markets.   

 
In a footnote, Wittman throws out an interesting challenge to his 

intellectual opponents. 
 

If voter misinformation were an important reason for poor 
policy choices, then we should be able to observe more 
informed voters making better policy choices. For 
example, college-educated people probably have more 
informed opinions. (1989, 1401) 

 

                                                                                       
interventionist than surveyed opinion but slightly more dovish when it comes to the use and 
maintenance of military power." (2003, 129-30) 
 
14 The main objection to this approach is that the lay-expert belief gap may reflect not the 
experts' greater knowledge, but their self-serving bias or ideological bias. Economists have 
long been attacked as apologists for the rich and conservative ideologues. Fortunately, the 
data set I employ—the Survey of Americans and Economists on the Economy—contains 
enough control variables to test—and reject—these alternative explanations. 
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After briefly reviewing evidence on public opinion and a few kinds of 
spending, he dismisses this hypothesis. But Wittman casts his net too 
narrowly. Caplan (2001a) strongly confirms that education does indeed 
make people "think like economists." The large systematic beliefs gaps 
between economists and the public shrink substantially as non-economists' 
education level rises. 

Economists from Adam Smith and Frederic Bastiat to Ludwig von 
Mises and Paul Krugman have lamented the public's systematically biased 
beliefs about economics. Most teachers of undergraduate economics—
including (especially?) most public choice economists—take it for granted 
that students arrive with systematically biased beliefs, and try to correct 
them. Wittman discards this accumulated wisdom of the economics 
discipline without a second thought, and it turns out to be a rather rash 
decision. Economists' widespread if covert view that non-economists' 
beliefs about economics are systematically biased fares extremely well when 
tested against hard data. 

Would systematic bias lead democracies to adopt inefficient policies?  
Wittman freely admits it: "A model that assumes that voters or consumers 
are constantly fooled and there are no entrepreneurs to clear up their 
confusion will, not surprisingly, predict that the decision-making process 
will lead to inefficient results." (1989, 1402) If my empirical results on 
economic beliefs are correct, for example, we should expect democracies to 
underuse and overregulate the market, especially international and labor 
markets.     

After reflection, though, Wittman would probably want to take back 
the last quote. Maybe democracy selects efficient policies even if the public's 
policy beliefs are systematically biased. Retrospective voting is the most 
plausible mechanism. (Fiorina 1981) If voters re-elect incumbents when 
times are good and challengers when times are bad, then politicians pick 
policies that work, even if the public fails to see their rationale. In practice, 
though, this answer is underwhelming. The public plainly favors candidates 
who share its policy views. That is why candidates follow the polls so 
carefully, but pay little heed to evidence about whether popular policies 
actually work. Retrospective voting probably dilutes the damage of voter 
irrationality; that is why real-world environmental policies take cost into 
account despite the popularity of the sentiment that "You cannot put a 
price on Mother Earth." But even the best results will not save the career of 
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a politician who pursues deeply unpopular policies—like the ones 
economists have been urging the world to adopt for centuries.15   

At first glance, it may appear that my critique of Wittman is mild. I 
seriously challenge only one of his assumptions. But rejecting the 
assumption of voter rationality turns Wittman on his head; the "strengths" 
of democracy become its weaknesses. Take his reasonable position that 
democracy is highly competitive. With irrational voters, this could be very 
dangerous. Suppose that voters are avid protectionists. If politicians have 
ample political slack, free traders could still win public office and 
undermine the misguided will of the people. But if they face intense 
electoral pressure, politicians must, willy-nilly, give the people the tariffs and 
quotas they demand. My thesis is not that Wittman slightly overrates 
democracy because he neglects voter irrationality. Rather, I claim that 
Wittman greatly overrates democracy because voter irrationality makes the 
well-oiled machine of democracy run in reverse.  

I suspect that many economists, including Wittman, cannot believe that 
the public is persistently wrong.  Surely someone will come along and show 
the majority the error of its ways. As Wittman sarcastically suggests in a 
slightly different context, "But if their model is correct and even outsiders 
like Bendor, Taylor, and Van Gaalen know that bureaucrats are 
manipulative, then surely the president and Congress should also be aware 
of this bureaucratic strategy (if not, someone should send them a copy of 
the Bendor et al. article)." (1995: 99) But this assumes that the majority will 
listen. And why should it bother? People can go through life successfully 
even if their favorite policies would devastate the world. The devout 
Maoists of Berkeley, California live comfortable lives even though few 
would survive a replay of the Great Leap Forward and the Cultural 
Revolution. The moral: Sensible public opinion is a public good. In a democratic 
country, if most people favor foolish policies, the whole country suffers, 
including proponents of better ideas. Given these incentives, we should 
expect people to stick with the beliefs they have. It is the path of least 
resistance. The real surprise would be if voters kept trying to learn more 
about policy even though there is little in it for the individual. 

 
 

                                                                                        
15 It is worth mentioning, moreover, that when politicians brag about their "results," they 
usually list the legislation they passed, and sidestep the question of whether their policies 
really worked. How many politicians have bragged about passing new gun legislation, 
without even trying to show that gun legislation reduces crime? 
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THE CHICAGO CONTRADICTION— 
AND HOW TO RESOLVE IT 

 
 

Wittman's thesis seems original primarily because he defends it so 
consistently. Many of the leading lights of the Chicago School basically 
accepted the efficiency of democracy and abandoned the thesis of 
systematic voter bias before Wittman did.16 George Stigler began his career 
with an attack on the folly of rent control (Friedman and Stigler, 1946), but 
eventually lost patience with free-market reformism. 

 
[T]he assumption that public policy has often been 
inefficient because it was based on mistaken views has 
little to commend it. To believe, year after year, decade 
after decade, that the protective tariffs or usury laws to be 
found in most lands are due to confusion rather than 
purposeful action is singularly obfuscatory. (Stigler 1986, 
309)   

 
Stigler (1971) actually inventories The Wealth of Nations' numerous 

"obfuscatory" explanations for inefficient policies.17 Adam Smith should 
have known better than to blame perverse policies on systematically biased 
beliefs about economics. As Stigler puts it, "Do men calculate in money 
with logic and purpose, but calculate in votes with confusion and romance? 
To ask such a question is surely to answer it" (1971, 136).  

Gary Becker confidently rejected the thesis of systematic voter error 
as early as 1976.18

 
I find it difficult to believe that most voters are 
systematically fooled about the effects of policies like 

                                                                                        
16 These concessions do not however satisfy Wittman: "Thus some authors have made 
positive remarks about the efficacy of political markets, but such remarks are hidden in 
works that are overwhelmingly critical." (1989, 1395) 
17 For Dan Klein's intellectual and moral critique of Stigler, see Klein (2001). 
18 Admittedly, Becker seems to backpedal in his later writings.  For example, Becker (1985, 
392) writes: "I too claim to have presented a theory of rational political behavior, yet have 
hardly mentioned voting. This neglect is not accidental because I believe that voter 
preferences are frequently not a crucial independent force in political behavior. These 
'preferences' can be manipulated and created through the information and misinformation 
provided by interested pressure groups, who raise their political influence partly by changing 
the revealed 'preferences' of enough voters and politicians." 
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quotas and tariffs that have persisted for a long time. I 
prefer instead to assume that voters have unbiased 
expectations, at least of policies that have persisted. They 
may overestimate the dead weight loss from some policies, 
and underestimate it from others, but on the average they 
have a correct perception. (1976: 246) 

 
But perhaps Sam Peltzman comes closest to Wittman's democratic 

triumphalism. 
 

So the broad picture that emerges here is of self-interested 
voters who correctly process relevant information. Indeed, 
one would be hard put to find nonpolitical markets that 
process information better than the voting market. (1990 
p.63) 

 
Future historians of thought will be puzzled by the transformation of 

the Chicago School. How does one get from Milton Friedman to Donald 
Wittman? My answer: Step by step, and myopically. More than anyone else, 
Friedman cemented the Chicago view that the free market is under-rated.  
Since many market failure arguments assume that consumers or workers are 
irrational, Chicago economists eagerly joined the rational expectations 
revolution. Initially, their new outlook made their defense of free markets 
more truculent; government intervention seemed even more pointless than 
previously believed. But this position was unstable. If people have rational 
expectations, how can the free market be "under-rated"? And if the free 
market is not under-rated, then what reason is there to second-guess 
democratically-chosen policies? This pointed question gnawed away at the 
intellectual conscience of Chicago economists until enough were ready to 
hear Wittman's unconflicted answer: There is no reason to second-guess 
democratically-chosen policies. 

During this evolution, Chicago economists seemed to lose sight of a 
much more fundamental principle: the importance of empirical testing. 
Rational expectations is an empirical hypothesis. It could be true, it could 
be false, and it could be true for some applications and false for others. It is 
awfully rash to accept it as a universal truth without testing. Even if an 
hypothesis seems intuitively obvious, you should look for exceptions.   

But at least for beliefs about economics, Chicago economists should 
have found rational expectations to be completely counter-intuitive. As 
teachers of economics, they must have noticed that students do not arrive 
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as blank slates. In fact, students typically seem to believe the opposite of 
what you plan to teach. Yes, it is possible that economic educators have 
misread their students for centuries. But such an extraordinary claim needs 
compelling empirical evidence to command assent.   

The Chicago School inexplicably waived this requirement. Empirical 
evidence that beliefs about economics are unbiased never surfaced. But the 
rational expectations hypothesis became de rigueur anyway. Now that a 
large body of empirical evidence confirms that the teachers of economics 
were right all along, we can justifiably say not only that Chicago economists 
should not have changed their minds, but that they should have known 
better. 

You could blame this blind spot on Chicago's excessive faith in the 
power of economics. But the real problem is that the Chicago School did 
not take economic imperialism far enough. Irrationality is nothing to run 
away from. If we can think of children as economic goods, why not 
irrationality? This is the intuition behind my model of rational irrationality. 
(Caplan 2001b, 2003) Irrationality has obvious costs—your choices are 
tailored to the world as it is not, instead of the world as it is. But 
irrationality also has benefits—it lets you retain beliefs that give your life 
meaning (and bond with like-minded people), even if they happen to be 
false. In the words of Frank Knight: 

 
A general human proclivity for romanticism—including all 
interests in conflict with the quest for truth—hardly needs 
demonstration. Within wide limits, human nature clearly 
finds many forms of fiction more interesting than truth. 
(1960:19) 

 
Basic micro tells us to expect people to consume more irrationality 

when the costs fall. Some forms of irrationality are prohibitively expensive: 
If you believe you can fly, you will not believe it for long. Other forms of 
irrationality are almost perfectly safe: You can believe that the earth is six 
thousand years old, and still live to be a hundred.   

Where along the cost continuum do political beliefs lie? Economists 
have long observed that there is no incentive to vote; the same policies 
happen either way. A rarely-noted corollary is that voting "the wrong way" 
does not make a difference either. Again, the same policies happen either 
way. The upshot: from the standpoint of the individual voter, political 
irrationality is free. If you reject the Law of Comparative Advantage as a lie, 
and vote for protectionism, what happens to you? The same thing that 
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would have happened to you if you understood the case for free trade 
inside and out. 

Political irrationality is like air pollution. In both cases, the private 
benefits of self-restraint are basically zero. If you become a more rational 
voter, the policies you live under do not noticeably improve, just as the 
quality of the air you breathe does not noticeably improve when you drive 
less. But when enough voters or drivers make the selfishly optimal decision, 
the overall outcome is inefficient, and possibly disastrous. Textbook 
examples of externalities routinely mention environmental catastrophes. But 
it would be at least as appropriate to discuss voter-on-voter externalities in 
Hitler's 1933 electoral victory. How many of his supporters would have 
survived the next twelve years if they had coolly weighed the dangers of 
Nazi rule, instead of seeking solace in nationalist daydreams? 

Rational irrationality provides a simple theoretical rationale for the 
old-school Chicago presumption: "markets work, democracy fails." 
Consumers, workers, and investors may not "buy" perfect rationality, but at 
least they have a material incentive to think clearly, to restrain themselves. 
Move the same actors over to the political arena, and this discipline goes 
away. Why bother with facts and logic when you are not financially liable 
for the mess?   

One could respond: "If democracy really had such severe problems, 
we would not use it as expansively as we do." Wittman often does: "The 
fact that people are willing to set up majority rule with its supposed abuses 
of the minority instead of a two-thirds or unanimity rule suggests that the 
abuses of majority rule are less than the negotiation costs (and abuses) of a 
unanimity rule." (1989, 1402) But this is sleight of hand. Wittman jumps 
from individual utility maximization to group utility maximization without 
mentioning that the two are different, and often incompatible. For any 
given individual, the question is not "What is our best strategy?" but "What 
is my best strategy, given what everyone else is doing?" If you already live 
under majority rule, the path of least resistance is to accept the world as it 
is, even if superior alternatives exist. Indeed, to maximize your own 
psychological well-being, perhaps you should embrace the glory of the 
status quo, not just passively accept it.  

Wittman's defense of majority rule ultimately suffers from a catch-22. 
If you cannot get a unanimous vote to relax a unanimity rule, is that 
convincing evidence that a unanimity rule is efficient? If no, why is it any 
more convincing that you cannot get a majority to restrict majority rule? If 
democracy makes bad decisions, one of its bad decisions could easily be to 
ignore its own defects. It is elephants all the way down. 
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CONCLUSION 
 
 

"Why Democracies Produce Efficient Results" is most productively 
read as an impossibility theorem—or, to be more accurate, an improbability 
theorem. It is very hard to have all of the following: (1) rational voters, (2) 
competitive elections, (3) low political bargaining costs, and (4) significant 
democratic inefficiency.19 If this were the only claim in Wittman's original 
article, I would have solely good things to say about it. 

But Wittman is too quick to solve his own puzzle. He eagerly 
abandons (4).  He gives credible arguments in favor of (2) and (3). But he 
embraces (1), even though there is strong empirical evidence against it. 
Indeed, he barely acknowledges the intellectual price: If Wittman is right 
about (1), the profession has been fighting windmills. Every economic 
educator who ever tried to root out systematically biased beliefs about 
economics was wrong. 

A more compelling way to handle Wittman's improbability theorem 
is to drop (1). Never mind voter rationality; anyone who has taught 
introductory economics should rebel at the weaker thesis of student 
rationality. If you insist on formal econometric evidence, there is now a 
substantial literature that strongly rejects the hypothesis of voter rationality. 
Finally, if you believe that it takes a theory to kill a theory, my rational 
irrationality model is a viable alternative to the orthodox assumption of 
"rational expectations all the time." 
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Reply to Caplan: 
On the Methodology of  

Testing for Voter Irrationality 
 

DONALD WITTMAN*

 
 
A COMMON COMPLAINT BY AUTHORS IS THAT THEIR REVIEWERS 

have misinterpreted what the author has said. This is not my complaint 
here, because Bryan Caplan has explained my position better than I have. 
And I certainly cannot complain when Caplan sees my views as being more 
opposed to Lenin’s views than are Milton Friedman’s are. Furthermore, I 
agree with two of Caplan’s major points: (1) that people are more likely to 
be irrational or uninformed (I add the latter because it is often hard to 
distinguish the two) when the cost of being so is slight; and (2) that more 
empirical work on voter rationality is needed (as an aside, I would like to 
add that Caplan has made important steps in this direction).  

Where we disagree is whether the evidence of voter irrationality 
amassed by Caplan is definitive. I am skeptical. However, my remarks 
should be seen not as a criticism of what Caplan has done, but rather as 
part of an ongoing collective effort at refining our understanding of voter 
behavior. Thus, my remarks here should not be considered definitive, 
either. Instead, a long series of empirical studies (each building on earlier 
work) and theoretical refinements (again building on earlier work) is in 
order. 

In the following pages, I will (1) explain why I don’t think the 
evidence demonstrates that voters are more irrational than consumers,1 (2) 
discuss what I consider to be the appropriate methodology for testing 

                                                                                        
* Department of Economics, University of California, Santa Cruz. 
1 Caplan did not explicitly compare voter to consumer rationality. 
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irrationality, and (3) suggest hypotheses that could be the subject of future 
empirical research.  

 
 
 

VOTERS’ BELIEFS AND POLITICAL REALITY 
 
 
Caplan presents results from the National Survey of Public Knowledge of 

Welfare Reform and the Federal Budget (1995) showing that those surveyed 
systematically overestimate the percentage of the budget going to foreign 
aid (the average person surveyed believed that foreign aid comprises 10% of 
the federal budget, when in fact it only comprises 1%) and systematically 
underestimate the percentage of the budget going to social security.2

  I suspect that the bias in the foreign aid estimate is partially 
explained as a statistical artifact. Suppose that a person is equally likely to 
overestimate as underestimate the percentage of the budget going to foreign 
aid. The lowest that an estimate can be is 0, while the highest the estimate 
can be is 100%. So the average estimate is likely to be above the true value. 
The median estimate of foreign aid is probably closer to the true value.  

A somewhat related argument, but one that I find more compelling, 
is a slight variation of an argument brought up by Caplan. There is little 
cost to being misinformed when your choice would be the same if you were 
informed (this is to be distinguished from one of Caplan’s arguments, with 
which I disagree, that voters make irrational choices because their choice 
will not affect the outcome). Let me start with an example regarding 
consumer behavior. Some vegetarians are repulsed by the idea of eating 
meat. It would make little sense for strong vegetarians to stay abreast of the 
latest research on meat (even if the results were positive) or to keep track of 
meat prices. It is unlikely that such information would be sufficient to tip 
the scales in favor of their eating meat; so it would not make sense to gather 
such information in the first place. As a result, strong vegetarians might be 
misinformed, possibly holding irrational views, about meat. Of course, 
there are many others who do not have strong preferences one-way or the 
other and, therefore, would keep abreast of the facts. Let us now turn our 
attention to voters. Unless a person enjoyed acquiring political information, 
it would be irrational to obtain new information when the new information 

                                                                                        
2 It would be interesting to discover whether the survey response of those who regularly vote 
differs systematically from those who vote rarely, if at all. 
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was unlikely to be strong enough to change the voter’s behavior.  I predict 
that people who greatly overestimate are against foreign aid and would still 
be against foreign aid even if they were informed of the true value. If this is 
the case, there is little cost to their being uninformed since they would take 
the same position (reduce foreign aid) even if correctly informed. Since we 
are trying to advance the empirical agenda, here is my first hypothesis: 
Those people who overestimate the cost of a program (say foreign aid) are 
more likely to be against the program than those people who underestimate 
it, both before and after they are given the true facts of the situation. 
Turning to social welfare programs, I suspect that those who are more 
adverse to social welfare programs in general, are more likely to 
overestimate the percentage of the budget going to welfare. This leads to 
hypothesis #2:  Republicans are more likely to overestimate the cost of 
welfare than Democrats.  

I would like to consider a variation on hypothesis 1 in a slightly 
different context. According to an October 21, 2004 Harris Poll, 52 percent 
of those who preferred Bush thought that Saddam had helped plan and 
support the hijackers who attacked the U.S. on September 11 (it was 23 
percent for those who preferred Kerry) and 58% of those who preferred 
Bush thought that Iraq had weapons of mass destruction when the U.S. 
invaded (it was 16% for those who preferred Kerry).  Neither of these 
assertions is true. Now, some might use this as evidence that voters, or at 
least Bush voters, are misinformed, if not irrational. I believe that the cost 
of strong Bush voters being misinformed or irrational was slight because 
these supporters would not change their vote even if they were apprised of 
the truth on these issues (not because the person’s vote would not influence 
the outcome of the election as Caplan would argue). Now some might say 
this would demonstrate how irrational Bush supporters are, but I think it is 
entirely rational. So let us try a little thought experiment. If you were 
strongly in favor of one of the candidates, and then you found out that you 
were wrong about several facts regarding the candidate, would you be in 
favor of the other candidate? If the answer is no, then why bother checking 
your facts in the first place, as it is unlikely to alter your vote. So here is 
another hypothesis that we can test. Hypothesis #3: Voters who are 
strongly in favor of one candidate are likely to have biased beliefs favoring 
that candidate, but when such voters are informed of the truth, they are 
unlikely to prefer the other candidate. 

 If hypotheses 1 and 2 are empirically validated, this would show 
that evidence, which first appeared to indicate voter irrationality, actually 
indicates voter rationality once we realize that it is irrational to be more 
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informed when more information is unlikely to change your preference and 
vote. I will revisit the foreign aid data in the fourth section below. 

 
 
 

VOTERS’ BELIEFS VERSUS EXPERTS’ BELIEFS 
 
 
 Caplan reports on his published research comparing voter beliefs 

on the economy to expert beliefs (economists with Ph.D.s). There is 
considerable divergence. Caplan believes this to be strong evidence against 
voter rationality. While I find Caplan’s study very interesting and valuable, 
not surprisingly, I have a different interpretation. 

 First some differences are to be expected. A very large percentage 
of economists are in favor of free trade. But it would be irrational for all 
voters to be in favor of free trade as a great number of voters are hurt by it. 

My second response is done more tongue-in-cheek. Federal Election 
Commission records of individuals who contribute over $200 to political 
campaigns reveal that Kerry received 94% of the donations from Harvard 
affiliated individuals (compared to Bush’s 6%), 93% of the donations from 
Yale, and 84% from Princeton.3 If Caplan voted for Bush (or the libertarian 
candidate, Badnarik), Caplan faced the following quandary: (1) Should he 
argue that there is a problem with comparing ordinary voter preferences to 
expert preferences (thereby undermining the importance of his own 
evidence)? Or should he say that he too was irrational in not voting for 
Kerry (thereby proving the point that voters, including Caplan, are 
irrational)? 

My third point is the most important and, therefore, I will devote a 
whole section to the issue. 

 
 
 

VOTER RATIONALITY AND CONSUMER RATIONALITY 
SHOULD BE TESTED IN THE SAME WAY AND COMPARED 

 
 
Caplan provides evidence that (1) voters have their facts wrong and 

(2) voters’ understanding of policy issues differs significantly from the 
                                                                                        

3 See: http://davidm.blogspot.com/2004/07/political-giving-at-ivy-league-schools.html 
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experts. According to Caplan, this is convincing evidence that voters are 
irrational. For the sake of argument, let us ignore what I said in the previous 
two sections and accept the facts at face value. 

Suppose I undertook a parallel test of consumer rationality. One 
might ask consumers whether homeopathic medicine works, Ginko Biloba 
improves memory, Echinacia prevents colds, and colloidal silver helps the 
immune system. I suspect that the answers provided would differ greatly 
from experts at the major medical schools and the National Institute of 
Health and that consumers understanding of many medical matters was 
greatly off the mark. The reason I suspect this to be the case is that 
consumers spend tens of millions, if not hundreds of millions, of dollars on 
worthless cures.  

 If I am correct in my supposition, then Caplan is placed in another 
quandary. Either he agrees that this data implies that consumers are 
irrational, thereby agreeing with Lenin that neither economic markets nor 
democracy works because the actors are irrational, or he believes that this 
data does not prove that consumers are irrational, thereby undermining his 
parallel evidence that voters are irrational (unless he can find a very clever 
way of distinguishing between the two irrationalities). Since I don’t think 
that he wants to be allied with Lenin, let me consider the alternative that 
neither set of data is much evidence for irrationality. 

 The main way that economists have tested consumer rationality is 
to see whether demand goes down when price goes up. If demand curves 
were upward sloping, that would be evidence for consumer irrationality. 
Because they don’t, we are pretty confident that consumers are rational. 
The same type of test should be employed to see whether voters are 
rational. Do they have (weakly) downward sloping demand curves? I 
suspect that they do and, of course, Caplan does as well since that is a major 
point of his work—that voters are rationally irrational. So this suggests 
empirical test #4—when the cost of a policy increases, voters on average 
will be less likely to vote for the policy.4 Because this is the standard test of 
rationality for consumers, it should also be the standard test of rationality 
for voters. When we undertake comparative statics, we cannot differentiate 
between Caplan’s rational irrationality and rational rationality. In both cases, 
individuals respond rationally. 

A more subtle test of rationality is to see whether demand remains 
the same if all prices (including wage income) increase by the same 

                                                                                        
4 Note the word average. Not all voters will change their vote just as not all consumers will 
increase their demand for McDonalds hamburgers when the price goes down. 
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percentage—that is, consumers do not have money illusion. So this 
suggests empirical test #5: voters do not have significantly more money 
illusion than consumers and workers. 

Before I proceed further, I want to emphasize three points. (1) We 
should use the same standards and methodologies in testing the rationality 
of consumers and voters. I do not believe that this has been the case. (2) 
The major method of testing rationality of consumers is via comparative 
statics and in particular the test of (weakly) downward sloping demand. This 
should be the prime method of testing rationality of voters, as well. I 
believe that voting will pass this test. (3) There is some evidence that voters 
are at times irrational, but there is also some evidence that consumers are at 
times irrational.  

 
 
 

HOW DOES ONE DEAL WITH EVIDENCE OF 
IRRATIONALITY? 

 
 
How should social scientists deal with this third point that there is 

some evidence that voters and consumers are at times irrational? I would 
like to consider five alternative ways of dealing with this type of evidence. 

First, one might treat irrationality as the unexplained variation, with 
emphasis on the word unexplained. It is the absence of rationality and 
comes after the fact. We have a model that predicts behavior in a certain 
way, and if the behavior is not consistent, we label the error term as 
irrational. Unless we can predict the irrationality a priori (and more than just 
predicting that people who acted some way last time will continue in this 
pattern this time), we are just defining irrationality ex post. We think that we 
are explaining something when we are not saying anything at all. This is not 
scientific explanation, and it is the wrong way to deal with the evidence of 
irrationality.5 Of course, when the model does not fit the facts, it makes 
sense to search for more explanation, but attributing irrationality to the 
error term is not the way to do science, especially when the rationally 
explained variation is ignored. 

                                                                                        
5 I am not accusing Caplan of this or many of the other methodological errors mentioned 
here. 
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Second, irrationality may not give us much of a prediction. Let us go 
back to Caplan’s examples. If the average voter is informed, or has rational 
expectations, then the average voter will predict that foreign aid is 1% of 
the federal budget. If the average voter is uninformed and/or does not have 
rational expectations, then the prediction will be not 1%. One is comparing 
a point estimate to the whole space minus the one point. Obviously, it 
makes no sense to compare the two (as they are not the same thing) and 
stated this way, all that irrational expectations predicts is that the average 
estimate will not be 1%, which is not a prediction at all.6 One solution is to 
have uniform priors on the set of possible irrationalities (assuming that 
people are not so irrational that they believe that foreign aid could be 110% 
of the budget), so that irrational expectations predicts 50%, but then the 
actual average voter perception of 10% is much closer to 1% than 50% so 
we should reject the irrational expectations model in favor of the rational 
expectations model. And even if the set of irrational beliefs were confined 
to being less than 50%, uniform priors would suggest an expected 
irrationality of 25%, which is still further away from 10% than 1%. If this 
uniform priors assumption is accepted, then Caplan’s prime example of 
voter irrationality suggests that the evidence is more consistent with the rational 
expectations model than the irrational expectations model. Furthermore, I suspect 
that foreign aid was chosen because the divergence between voter beliefs 
and the facts was above average, possibly the most extreme, for this case. If 
I am correct, then the data as a whole is even more supportive of rational 
voter expectations. 

Third, when we engage in comparative statics, irrationality gives us 
the wrong result. If the cost goes up and people are rational, then as voters 
or consumers they will demand less on average; if they are irrational, then 
they will demand more. While more empirical tests need to be done along 
these lines, the evidence so far disconfirms the irrationality hypothesis. As 
noted earlier, this evidence is consistent with Caplan’s rational irrationality 
as well as rational rationality—either way the voter is responding rationally. 
But the evidence is not consistent with irrational irrationality. 

Fourth, there is often a counting problem. We can point to instances 
of irrationality, but we can also point to instances of rationality. If we are 
forced to assume either that people are always rational, or always irrational, 
because we have no good way to predict when one is operative, we will 
have to choose the hypothesis that works best over all cases. This means 

                                                                                        
6  From a theory perspective, there is not one theory of irrationality, but a whole slew of 
mutually contradictory irrationality theories.  
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considering all cases, not just providing examples that fit with our notions 
(rational voters for Wittman; irrational voters for Caplan). This is a hard 
thing to do and people make little effort in this direction. This problem has 
plagued the debate. 

The fifth method is to predict when people will act rationally or 
irrationally. As an example of prediction, consider using blood alcohol as a 
predictor of irrationality. The higher the blood alcohol content, the more 
irrational the person is likely to be. One might test whether people are more 
likely to be drunk when they vote than when they make purchases. A more 
serious test of whether voters are less rational than consumers is test #6: 
Scan the brain and see whether voters use more primitive centers of the 
brain when voting than when making purchases. One would have to 
control, however, for the possibility that people get more excited about 
politics than about what clothes to wear (at least this is true for the people 
that I know). So perhaps one would have to compare political matters, like 
where one stands on the war in Iraq, to questions more akin to day-to-day 
matters, like where one stands on whether dog owners should clean up after 
their dogs. I have mentioned some biological sources of irrationality. There 
may be social-psychological predictions of irrationality, such as cognitive 
dissonance, as well. These might also be used to test differences between 
voter and consumer susceptibility to irrationality. 

When we deal with levels instead of comparative statics, determining 
what behavior is irrational is extremely difficult, and there is likely to be 
little consensus on what is irrational. I am sure that many Kerry supporters 
believe that most Bush supporters, particularly those who are poor, are 
irrational. Likewise, many Bush supporters believe that anyone supporting 
Kerry is irrational. Is William Bennett irrational because he lost millions 
gambling, are my students irrational because they like the rap group, Public 
Enemy, or am I irrational because I won’t eat rabbit? Or is this just a 
question of tastes?  All of this leads me to the next section: experimental 
politics. 

 
 
 

EXPERIMENTAL POLITICS 
 

 
The advantage of economic experiments is that the experimenter can 

induce the subjects’ preferences by altering their payoffs (as long as the 
subjects value money). Thus, experimental subjects can be made to prefer A 
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over B by making the payoff to A larger than B. In this way, we know the 
preferences of the subjects and do not have to infer them ex post. Caplan 
argues that voters will not pay attention to voting decisions because their 
vote is unlikely to have an affect on the outcome. Here is a set of 
experiments that might help determine whether voters as a collectivity are 
more or less rational than consumers. In experiment 1, the subject gets the 
payoff from A, B, C or D if he chooses A, B, C or D.  Further, he gets the 
highest monetary payoff if he chooses D, but somehow the experiment is 
designed so that it takes complicated logic for the person to understand that 
the choice should be D. In experiment 2, the subject gets the payoff from 
A, B, C, or D if a majority chooses A, B, C or D. The subject can abstain 
from voting. To be a good experiment the people in the two experiments 
should be different. Here is hypothesis #7. The majority decision will, on 
average, be more accurate than the individual decision. If the evidence is 
contrary, then I am wrong and Caplan is right. Because I do not want to be 
labeled a Leninist, I note that most personal decisions are best made by the 
individual; I know what car I like best, so I do not submit the decision to 
majority rule by the electorate. 

For experiment 3, the number of subjects is increased, perhaps 
doubled or tripled, but otherwise the nature of the experiment remains the 
same as in experiment 2. This means that the likelihood that a voter has an 
effect on the outcome is reduced. If I am correct, then the following 
hypothesis will be confirmed. Hypothesis #8: the larger the number of 
potential voters, the more accurate the decision is likely to be. If Caplan’s 
argument is correct, then individuals will be more irrational because they are 
less likely to have an affect on the outcome.   

 
 
 

CONCLUDING REMARKS 
 

 
In this comment, I have provided a methodology for research on 

irrationality and for the interpretation of the results. I have argued that the 
evidence presented does not show that voters are more irrational than 
consumers. I have also provided an empirical research agenda to test voter 
rationality that gets around the pitfalls that I have pointed out.  

Bryan Caplan has correctly raised the issue of empiricism. I have 
picked up the gauntlet. I believe that our joust will provide the basis for 
much future work on the issue. 
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Rejoinder to Pesendorfer 
 

PHILIP R. P. COELHO, DANIEL B. KLEIN,  
AND JAMES E. MCCLURE*

 
 

CONTINUATION OF THE EXCHANGE BETWEEN COELHO ET AL. AND 

WOLFGANG PESENDORFER FROM THE DECEMBER 2004 ISSUE OF 

EJW. 
 
Coelho, Klein, and McClure Comment on Pesendorfer (December 2004) 
Pesendorfer Reply (December 2004) 

 
 

THERE ARE SERIOUS FLAWS IN WOLFGANG PESENDORFER’S (2004) 
Reply to our Comment on his article “Design Innovations and Fashion 
Cycles” (1995). Here we address several flaws in Pesendorfer’s Reply and 
expand our Comment’s critique of his 1995 model. 

 
 
 

OCCAM’S RAZOR 
 
 
Explanations that are simpler relative to competing explanations 

fulfill the principle of sound science known as Occam’s razor. Contrary to 
the approach of his 1995 artilce, Pesendorfer’s 2004 reply sets out the 
things to be explained straightforwardly. 

 

                                                                                        
* Coelho and McClure: Department of Economics, Ball State University. 
Klein: Department of Economics, Santa Clara University. 

http://www.econjournalwatch.org/pdf/CoelhoetalComment1December2004.pdf
http://www.econjournalwatch.org/pdf/PesendorferResponse1December2004.pdf
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Below I list two key aspects of consumer demand for 
fashion goods that my model seeks to explain: 
 
Consumers pay a premium for fashionable labels, 
recognizable brands or fashionable designs. This 
premium cannot be explained by quality differences. 
 
Desirable designs go out of fashion only to be 
replaced by new desirable designs. Consumer 
demand for fashion is surprisingly correlated.  (456, 
bold in original) 

 
In Pesendorfer (1995), there are no simple specifications of the 

things to be explained.1 The 2004 reply contains significant mismatches 
with the material in the 1995 article. 

In 2004 Pesendorfer makes premiums for “fashion labels, 
recognizable brands or fashion designs” the (first) thing to be explained; in 
contrast in 1995 his discussion is in terms of design. We noted that 
Pesendorfer’s model is really about more than design. We said: “It is best to 
think of a ‘design’ as something like a ticket that lets the buyer enter into 
interaction with other ticket holders” (CKM 2004, 438). Now, particularly 
with his examples involving Prada handbags (2004, 456, 459, 462-63), 
Pesendorfer makes clear that brand is crucial. This was not a concern of the 
1995 article. While there is some superficial plausibility in assuming “an 
established fashion that separates high and low types” (Pesendorfer 2004, 
458)—e.g., wide ties this year—that plausibility disappears with the 
assumption of a monopolistic brand that separates high and low types. Prada 
handbags of recent design may be reliable markers of wealth and chic, but it 
is an operationally falsifiable assumption that Prada has a monopoly in such 
matters. There are many chic and expensive brands, and many garments, 

                                                                                        
1 We encourage the reader to see the introduction and conclusion of Pesendorfer 
(1995).  Here we reproduce the abstract: “A model of fashion cycles is developed 
in which designs are used as a signaling device in a ‘dating game.’ A 
monopolist periodically creates a new design. Over time the price of the design 
falls as it spreads across the population. Once sufficiently many consumers own 
the design it is profitable to create a new design and thereby render the old 
design obsolete. The paper gives conditions under which all consumers would 
be better off by banning the use of fashion. Competition among designers may 
lead to less frequent changes in fashion and to higher prices than monopoly.” 
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accessories, and items that serve these functions. A theory that depends on 
the assumption of a monopoly brand in distinction is incorrect. 

If the things to be explained are people paying large sums for nylon 
Prada bags, and Prada periodically innovating its line, there is no need for 
an elaborate explanation of the Pesendorfer types. According to 
Pesendorfer (1995, 775), the consumer buys the latest design to signal “her 
education, entertainment skills, or human capital.” Upon that idea he builds 
a complex model of dyadic matching. But greater simplicity and power are 
found in other explanations. Sporting the latest Prada handbag may signal 
one’s wealth—not one’s human capital, but one’s capital. Pesendorfer 
(2004, 457, 460) admits this simple explanation, but it finds no place in 
Pesendorfer (1995). It is easy to see that an elaborate model with an upward 
sloping demand function is not necessary to gain insights into both the 
pricing of prestige goods and the idea that people signal wealth by 
displaying an expensive wardrobe.2 Adam Smith captured the essence of an 
explanation in two sentences. 

 
[W]hen, by the improvements in the productive powers of 
manufacturing art and industry, the expence of any one 
dress comes to be very moderate, the variety will naturally 
be very great. The rich not being able to distinguish 
themselves by the expence of any one dress, will naturally 
endeavour to do so by the multitude and variety of their 
dresses. (Smith [1776], 686) 

 
It is relatively easy to see that ostentation, status seeking, and wealth 

signaling can give rise to fashion cycles.3 There are many ways to signal 
wealth, from driving a Jaguar, to wearing a Rolex, to living in an upscale 
neighborhood, and the existence of these alternatives renders unbelievable 
Pesendorfer’s story about the unobservability of type giving rise to society-
wide dyadic matching based upon a single design (1995). 

Another simpler explanation exists.  People pay extra for Prada, and 
Prada continues to innovate and promote new handbags, because people 

                                                                                        
2 Kumcu and McClure (2003) offer a simple explanation of prestige-good 
pricing by a monopolistic firm, and preserve the assumption that demand curves 
slope downward. 
3 Coelho and McClure (1993) offer a model of fashion cycles driven by a simple 
adaptive snob-effect on the demand-side. They preserve the assumption that 
demand curves slope downward, unlike Pesendorfer (1995). 
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are pleasantly diverted and fascinated by the glamour and glitz of fashion. 
They buy a new Prada bag to participate in and recreate the pageantry and 
imagery of fashion.   

As for “signaling,” aside from signaling wealth, one might say that in 
displaying a Prada bag women signal, not “education, entertainment skills, 
or human capital” (Pesendorfer 1995, 775), as much as an interest in 
fashion.  But this is like saying that someone shooting billiards in a billiards 
hall displays an interest in billiards, and a store displaying a sign “EGGS” 
displays an interest in selling eggs. If Pesendorfer would respond that that is 
what he means by signaling “entertainment skills,” he should have said so. 
But then again it would have become transparent that he was belaboring the 
obvious. 

 
 
 

THE FORCED ASSOCIATION ISSUE 
 

 
In our Comment (p. 438, 442), we described Pesendorfer’s 1995 

matching rule as “forced association.” In 2004 Pesendorfer denies forced 
association, yet describing the matching rule as anything but forced distorts 
the meaning of words. In his 1995 model suppose high-types ares matched 
with low-types. In that event it would make perfect sense for the high-types 
to terminate their relationships and pair up with other high-types that had 
been mismatched. In the model (1995) that is not possible. In 2004, (456, 
462-63) Pesendorfer suggests that such matching is coordinated around the 
sporting of fashion items, yet the matching process or experience is never 
described. Suppose that both high and low types are at a social event.and no 
one has purchased the season’s handbag. Consistent with Pesendorfer’s 
matching rule, high types are matched to low types. Each discovers her 
partner’s type and still spends a significant amount of time interacting with 
the partner. (“Significant” because otherwise it makes no sense to develop a 
theory of fashion demand based on such interactions.) 

An intelligible (if implausible) interpretation of why each of the high-
types endures her match with the low-type is that she is compelled to do so. 
Why else don’t the high types walk away as soon as they discover their 
match is a low-type? If we are to believe that the matches endure on a 
voluntary basis, we have not been told why. As a way of meeting the 
technical assumptions of his model, our interpretation of compulsion is a 
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straightforward way of meeting the model’s requirement that high types stay 
in matches with low types for significant periods. 

 
 
 

MISREPRESENTATIONS 
 
 
Pesendorfer (2004, 456 and 463) suggests that our Comment denies 

that signaling is involved in fashion activities. This is incorrect—what we 
pointed out is that a reputation for producing superior, trustworthy 
garments is ignored in Pesendorfer’s 1995 article along with advertising, 
branding, and other marketing devices. Because we raise these points does 
not mean we are denying the obvious: that “the demand for fashion is a 
‘social’ phenomenon” (Pesendorfer 2004, 457). 

Pesendorfer  also misrepresents us  when he says: “CKM seem to 
suggest (441) that in the case where all but one agents use the design, the 
single non-user should be matched with a random user of the design” (2004, 
461-62). He then argues against this suggestion in 2004 arguing that such a 
matching rule would be “unreasonable” if it entailed matches that one party 
“would object to”! (his italics). In our Comment we did not make that 
suggestion.  We merely point out (441) that that rule would be symmetric to 
what Pesendorfer assumes for the case where only one agent uses the 
design. That is, we point out that asymmetric assumptions were made 
without any explanation.  

 
 
 

DID WE SUGGEST MORE COMPLEXITY? 
 
 
Pesendorfer’s Reply states that: “the role of models is to isolate the 

key aspects of the relevant reality . . . focusing attention on essential 
variables and facilitating analysis.” Ignored in this statement is the role of   
evidence in assessing models. If the “key aspects of the relevant reality” and 
the “essential variables,” are specified in ways that preclude evidentiary 
assessments, then there is no objective way to determine the model’s 
validity. This may be model-building but it is not science. 

There is a particularly egregious misrepresentation of our Comment’s 
key criticisms in Pesendorfer’s Reply; he suggests that we were criticizing 
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his model for being insufficiently complex. “Their criticisms often boil down 
to the assertion that the real world is more complex and that these 
complications should be reflected in the model” (455). On the contrary we 
argued that Pesendorfer’s model was non-operational because of it was 
overly complex, vague and inconsistent with reality. Even a casual reader of 
our Comment will know that we did not argue for additional complexity. 
Instead, we suggested that the model was ascientific and should be 
scrapped, not further complicated. Indeed, following Donald F. Gordon 
(1955), we wrote at some length (450-51) about how tenuous complexity 
tends to compromise empirical meaning or operationalism .4

 
 
 

THE 1995 MODEL HOLDS WATER EVEN LESS  
THAN WE THOUGHT 

 
 
It has become increasingly clear to us that the model does not hold 

water at the endpoints of agent space q є [0,1]. 
 

The No-Other-User Case (q=1) 
 
Pesendorfer (1995) assumes that if everyone except you buys the 

design, you are automatically matched with a low-type. We pointed out 
(441) that this assumption is bizarre but necessary to hold the model 
together. In the Response, Pesendorfer (2004, 461) says, “The assumption 
can be justified if there are some low types who are committed to never 
using the design.” Note that the “some low types” are outside the calculus 
of the model—they are in the periphery—and must be of zero measure, for 
otherwise they will upset the math (that is, they presumably exist also when 
the measure of agents buying the handbag is strictly less than 1). This kind 
of justification shows how Pesendorfer hammers the model into place. One 
might as well add that the assumption cannot be justified if there are no such 
low types; or, if there are some high types who are committed to never 

                                                                                        
4 Gordon’s hypothesis is that mathematical complexity tends to compromise 
operationalism.  Incidentally, the Gordon hypothesis is assessed empirically by 
Coelho and McClure (2005). Their tests strongly support the proposition that 
mathematical complexity and operationalism are negatively related in 
economics. 
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using the design. Pesendorfer then moves on to a second attempt at 
justifying the assumption: “An alternative would be to assume that a single 
non-user is not matched and therefore receives a lower payoff than if he 
were matched with a low type.” Why “therefore”?  Often, people choose 
solitude over the company of a boor. Without providing some context, the 
whole discussion is simply jejune. Pesendorfer just hammers the model into 
place when needed, and acknowledges the issue only after being called on it. 

 
The No-Other-User Case (q=0) 

 
In our Comment we made some points about the q=0 case, in which 

no one else buys the handbag and you (a high type) are deciding whether to 
buy it. Our grasp of this matter has improved since we first wrote up the 
Comment. We revisit it here. 

The issue is this: In the case where no one else is buying and you buy, 
which of the following happens to you?  

1. Random-match: You are matched randomly with the remainder 
of the [0,1] population.   

2. Peripheral-high-type: You are automatically matched with a high-
type who is in the periphery outside the calculus of the model (in a fashion 
exactly symmetric to peripheral low-types for q=1).   

In our Comment we said that what happens is random-match (441). 
We said that because Pesendorfer explicitly assumes random-match (part 
(iii) of the matching rule, p. 776). Moreover, Pesendorfer (2004) did not 
object to our describing the model as invoking random-match at q=0. 

However, we said in a footnote (n. 6, p. 443) that under random-
match buying the handbag does not increase the probability of being 
matched with a high-type. Whatever you paid for the handbag was money 
thrown away. So your willingness to pay f(0) should equal zero, which is 
contrary to Pesendorfer’s expression (4), p. 776. There, Pesendorfer has for 
f(0) what it would be under the peripheral-high-type assumption. Again, he 
did not remark on our pointing out the apparent error. 

Working under Pesendorfer’s stated assumption of random-match, 
we noted that q=0 must be an equilibrium, giving rise to multiple-equilibria 
and upsetting the f(q) function.  Here is Pesendorfer’s response: 

 
CKM point out that if we simply set a price then there may 
be multiple demands consistent with this price. This is 
correct but irrelevant. The producer can pick the price and 
the quantity he chooses to supply. The function f describes 
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the possible price/quantity choices that are feasible for a 
(monopoly) producer in the static setting. (Pesendorfer 
2004, 462; his italics) 

 
Pesendorfer’s remarks have a serious problem. You can pull on a 

rope, but you cannot push on a rope. That is, the monopolist can eliminate 
only those equilibria that are exterior to his quantity produced. He cannot 
eliminate those that are interior. He cannot force the quantity demanded. 
The issue here is q=0, which is interior to all other equilibria and hence, 
under random-match, cannot be eliminated by the monopolist. The 
monopolist can set his price and the quantity supplied, but with multiple 
equilibria at the price he is not able to determine the quantity demanded.  
Corresponding, f(q) is indeterminate and the model collapses. 

The obvious way to resolve the problem at q=0 is for Pesendorfer to 
impose the peripheral-high-type assumption. In that case q=0 is not an 
equilibrium and his construction can hold water. But then he is resorting to 
the ad hoc assumptions about zero-measure peripheral high-types, and his 
condition (iii) on p. 776 (which assumes random-match) must be corrected. 

It seems that, being called on these issues, Pesendorfer is still 
deciding how the pieces of his model are hammered into place. 

 
 
 

PESENDORFER’S DATUM 
 
 
In his Response, Pesendorfer (462) refers to “a $665 Prada handbag 

made of Nylon,” and documents the existence of such a handbag by citing 
a URL. Pesendorfer refers to Prada handbags repeatedly in his Response.  
We appreciate that Pesendorfer introduces a real-world referent. However, 
in Pesendorfer’s model (1995), the handbags are sold by the producer at 
carefully chosen prices to induce a certain equilibrium. The $665 Prada 
handbag identified by Pesendorfer is not sold by Prada, but by Neiman 
Marcus. The URL given by Pesendorfer is a Neiman Marcus URL. A recent 
Wall Street Journal article (Byron 2004) observes that Neiman Marcus is 
known as “Needless Markup,” because they jack up prices on certain goods, 
to affect the customer’s frame of reference or to cultivate an image of 
exclusivity. In reality Prada bags are sold by many sources at many prices.  
Searching “Prada handbag sale” on Google we found voluminous offerings 
of “bargains,” “discounts,” and auctions (at eBay). This is not to deny that a 
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fashionable Prada handbag may signal wealth and an interest in fashion and 
glamour. We simply wish to point out that Pesendorfer runs into trouble 
the very moment he tries to connect his story to the real world. 

 
 
 

CONCLUDING REMARKS 
 

 
Scientific theorizing includes the following features: (1) the identification of 
real-world phenomena that are amendable to better explanation (part of the 
theorist’s job is to show that these phenomena are important enough to 
merit scientific attention); (2) the development of explanations that are both 
valid in logic and  in assumptions pertinent to the times and places of the 
phenomena; (3) the demonstration that the explanations developed are 
worth minding relative to or in relation to other explanations. Pesendorfer’s (1995) 
AER article does not satisfy all of these requirements. In fact, it does not 
satisfy any of them. 
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Second Reply to Coelho, Klein, and McClure 
 

WOLFGANG PESENDORFER*

 
 
CONTINUATION OF THE EXCHANGE BETWEEN COELHO, KLEIN, AND 

MCCLURE AND WOLFGANG PESENDORFER FROM THE DECEMBER 2004 

ISSUE OF EJW. 
 
Coelho, Klein, and McClure Comment on Pesendorfer (December 2004) 
Pesendorfer Reply (December 2004) 
Coelho, Klein, and McClure Rejoinder (April 2005) 
 

 
IN THEIR REJOINDER, COELHO, KLEIN, AND MCCLURE (CKM) 

mistake colorful descriptions of fashion for an explanation of fashion, 
confuse signaling with the chest-thumping of individuals who have nothing 
to signal, and attack innocent simplifying assumption without asking 
whether changing those assumptions would make a difference to the 
results.   

 
 

The phenomenon and what qualifies as an explanation. 
 

To clarify the discussion, I briefly restate the phenomena analyzed in 
my 1995 paper. Fashion houses regularly change their designs. Fashion 
items are most expensive when they are initially introduced (and hence their 
design is new) and their price declines over time. New designs do not 
constitute improvements in product quality, they simply look different.  

This pattern raises several questions. First, why do consumers pay for 
(new) designs? Second, why are consumer tastes correlated, that is, why do 

                                                                                        
* Department of Economics, Princeton University. 
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consumers seem to change their taste for a “new look” at the same time? 
Third, what explains the pattern of prices and why do designers continue to 
innovate?  

My 1995 paper offers a model that addresses those questions. 
Consumers demand fashion items because they signal some unobservable 
attribute, such as wealth, education, or personality. A fashion house will 
introduce a new design at a high price and sell it to those consumers who 
are willing to pay most. Because design items are durable, the fashion house 
will lower the price over time and sell it to consumers with a lower 
willingness to pay. This will reduce the quality of the signal and, therefore, 
make room for a new design. For the most part, my 1995 paper analyzes a 
monopoly designer. The last section of the paper contains a brief analysis of 
a model with competing designers. In their rejoinder, CKM argue that the 
assumption of a monopoly producer is inappropriate.   

In my reply, I cited the fashion house Prada as an example of a 
company that fits the pattern described in my model. The monopoly 
assumption is a reasonable simplifying assumption because the Prada label 
affords the company some monopoly power. The number of recognizable 
brands is limited, and there is an obvious barrier to entry in the (high-end) 
fashion market: the new entrant must solve a coordination problem and 
convince consumers to use a new brand as a signaling device. This may 
require significant advertising costs that form a barrier to entry. Finally, 
brands are differentiated in what they signal and, therefore, are not perfectly 
substitutable.  

Of course, the monopoly assumption is a stark simplification. 
Therefore, it is important to consider the effects of competition. For 
example, one could add a competitive market of imitators. As I argued in 
my reply, this change to the model would reinforce the mechanism 
described above, effectively generating faster fashion cycles. My 1995 paper 
also contains a brief analysis of a model with competing designers.  

CKM argue that my model is too complicated and instead offer the 
following. 

 
People pay extra for Prada, and Prada continues to 
innovate and promote new handbags, because people are 
pleasantly diverted and fascinated by the glamour and glitz 
of fashion. They buy a new Prada bag to participate in and 
recreate the pageantry and imagery of fashion. (Coelho et 
al. 2005, 34-35)  
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Instead of a theory or an explanation, CKM offer a colorful 
description of the phenomenon of fashion. Put differently: in CKM’s view, 
fashion plays out the way it does because people like it that way. We usually 
expect economic theories to do more. My 1995 paper uses standard utility 
functions that do not display a taste for the “pageantry and imagery of 
fashion” but nevertheless generate the observed patterns.  

CKM cite Adam Smith, who argues that rich people demand large 
variety of clothing to distinguish themselves, as another simple theory of 
fashion. However, the quote has little to do with fashion cycles as Smith 
tries to explain why we observe variety in clothing.  

 
 
Signaling  
 

In their rejoinder, CKM agree with the idea that fashion serves as a 
signaling device—as long as it is used to signal wealth and no other 
attribute. Yet, CKM object to the assumption that “types” are 
unobservable. CKM write:  

 
There are many ways to signal wealth, from driving a 
Jaguar, to wearing a Rolex, to living in an upscale 
neighborhood, and the existence of these alternatives 
renders unbelievable Pesendorfer’s story about the 
unobservability of type giving rise to society-wide dyadic 
matching based upon a single design (1995). (Coelho et al. 
2005, 34) 

 
Any model that incorporates a signaling role for fashion must assume 

that there is something to signal, i.e., that something is unobservable. In other 
words, signaling can only occur when there is uncertainty about some 
attribute of the signaler.  Spending resources on “signals” when types are 
observable amounts to irrational chest-thumping and not signaling. CKM 
ignore this fact when they criticize the unobservability of types in my 
model.   

CKM suggest that it makes a great difference whether agents signal 
wealth, human capital, or something else. But, of course, it does not matter 
what agents want to signal. Information economics has adopted the abstract 
language of a “type” to express this flexibility. It is not important what a 
type refers to. What is essential is that the type is unobservable (private 
information) and that it affects payoffs in the way indicated in the model.  
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The Prada Handbag 
 

In their rejoinder, CKM dismiss the example of a $665 Prada 
handbag for two reasons. First, they argue it is sold by a retailer and not by 
Prada itself—ignoring the fact that Prada sells its products in its own stores 
at prices very similar to those of Neiman-Marcus. Second, CKM argue that 
the retailer, Neiman-Marcus, does not count because the firm charges an 
excessive markup. Conspicuously missing from the rejoinder is evidence 
that this particular handbag could have been bought for significantly less in 
2004. CKM are correct that some Prada items can be bought at various 
websites for less. But those are not the current designs. The fact that old 
designs sell at lower prices lends further support to the theory developed in 
my 1995 paper.   

 
 

The Demand Function 
 

The inverse demand function is defined as the (marginal) consumer’s 
willingness to pay when the firm supplies a fraction q of the population 
with the design. CKM express concern about the definition of the demand 
function at q=0. Before discussing this issue it is important to recognize 
that changing the value of f at the point q=0 has absolutely no effect on the 
analysis in the paper. CKM seem to prefer f (0)=0. This change would not 
alter any part of the analysis. In the paper, f(0) is defined as the limit of f(q) 
as q goes to zero. This should be interpreted as the consumers’ willingness 
to pay if the firm supplies a measure zero set of agents. Hence, the 
definition of the demand function is perfectly consistent.  

As was pointed out in the paper and in my previous reply, there is 
always an equilibrium in which no consumer uses the design and therefore 
the design has no value. This other equilibrium does not imply that “the 
model collapses”. The existence of multiple equilibria is a routine 
occurrence in many economic models—including in standard competitive 
models—and has no catastrophic implications. All it means is that the 
theory does not have a unique prediction.  
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Matching 
 
CKM repeat their criticism of the matching process. Considering the 

case where nobody owns the fashionable design, CKM write:  
 

Consistent with Pesendorfer’s matching rule, high types 
are matched to low types. Each discovers her partner’s 
type and still spends a significant amount of time 
interacting with the partner . . . . An intelligible (if 
implausible) interpretation of why each of the high types 
endures her match with the low-type is that she is 
compelled to do so. (Coelho et al. 2005, 35) 
 

Put differently, CKM assert that it should be virtually costless to find 
a correct match if the matching technology were representative of actual 
(voluntary) social interactions. CKM ignore that individuals devote large 
resources to finding suitable matches.  Most people I know find it quite 
costly to search for potential partners exactly because it is costly to go on 
“dates” with the “wrong type”. The search for a matching type is further 
complicated by the incentive of low types to misrepresent their type. 
Therefore, it is not feasible to ask individuals to truthfully report their type 
prior to the interaction. Agents have to infer the partner’s type from the 
“payoff” of the interaction, for example, from a dinner conversation. This 
is a significant cost, especially compared to the per use cost of a fashionable 
bag.  

 
 
 

REFERENCES 

 

Coelho, Philip R.P., Daniel B. Klein, and James E. McClure. 2005. 
Rejoinder to Pesendorfer. Econ Journal Watch 2(1): 32-41. 

Pesendorfer, Wolfgang. 1995.  Design Innovations and Fashion Cycles. 
American Economic Review 85(4): 771-92. 

Pesendorfer, Wolfgang.  2004. Response to ‘Fashion Cycles in 
Economics.’ Econ Journal Watch 1(3): 455-464. 

 

ECON JOURNAL WATCH                                                                                                             46 



 

 
Econ Journal Watch,  

Volume 2, Number 1,  
                              April 2005, pp 47-55. 

 

47 

SYMPOSIUM ON INFORMATION AND 

KNOWLEDGE IN ECONOMICS 

 
 

 

Information-Knowledge Symposium: 
Introduction 

 
 
THE TOPIC OF THE SYMPOSIUM IS THE DISTINCTION BETWEEN 

information and knowledge. Economists who work on information and 
knowledge were invited to write a brief reflection on whether there is a 
distinction between information and knowledge, and, if so, what the 
distinction is and what its significance in economics is. 
 
The invitation posed the following questions: 
 

1. Is there an important distinction between information and knowledge? 

2. How would you formulate the distinction? 

3. Is the distinction important to economic understanding, explanation, and 
policy? 

4. Why is it important? (Or, why is it not important?) 

5. What is the relationship between knowledge and incentives? 

6. How well does academic economics appreciate and make use of the 
distinction between information and knowledge? You may wish to think of 
different settings of economists’ discourse (e.g., the textbooks, the top 
journals, the lunchroom, etc.) 

7. If you believe that the situation in economics is unsatisfactory, what 
directions would you suggest to improve matters? 



SYMPOSIUM 

8. What other thoughts do you have on knowledge and information in 
economics? 
 
Also provided was a compendium of quotations about information and 
knowledge, which follows here. The quotations were selected to provide 
possible touchstones of wisdom and of error. 
 
Seven economists—Brian Loasby, Thomas Mayer, Bruce Caldwell, Israel 
Kirzner, Leland Yeager, Ken Binmore, and Robert Aumann—returned 
essays, and one—Kenneth Arrow—provided a letter with permission to 
publish the letter as correspondence regarding the symposium.  
 
Econ Journal Watch is grateful to the contributors for addressing the issue 
and advancing our thinking about the distinction between information and 
knowledge. If there is one conclusion to be drawn from the group of 
essays, it might be that thinking about the relationship between information 
and knowledge does not satisfy common-knowledge assumptions. 
 

—Daniel Klein 
March 2005 

 
 
 
 

COMPENDIUM: 
ECON JOURNAL WATCH SYMPOSIUM ON THE 
DISTINCTION BETWEEN KNOWLEDGE AND 

INFORMATION 
 
 
Quotations regarding the distinction between knowledge and 
information 
 
 
Adam Smith, The Wealth of Nations. NY: Modern Library, 1937, p. 249: 
 
But though the interest of the labourers is strictly connected with that of 
the society, he is incapable either of comprehending that interest, or of 
understanding its connexion with his own. His condition leaves him no 
time to receive the necessary information, and his education and habits are 
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commonly such as to render him unfit to judge even though he was fully 
informed. 
 
 
Arthur Schopenhauer, Essays and Aphorisms, selected and trans. R. J. 
Hollingdale. NY: Penguin Books, 1970, pp. 226-227: 
 
Students and learned men of every kind and every age go as a rule in search 
of information, not insight. They make it a point of honour to have 
information about everything: it does not occur to them that information is 
merely a means towards insight and possesses little or no value in itself. 
When I see how much these well-informed people know, I sometimes say 
to myself: Oh, how little such a one must have had to think about, since he 
has had so much time for reading! 
 
 
Friedrich A. Hayek, The Sensory Order: An Inquiry into the Foundations of 
Theoretical Psychology. Chicago: University of Chicago Press, 1952, p. 42: 
 
It might be said that the whole theory of the formation of sensory qualities 
to be developed in the following pages is no more than an extension and 
systematic development of the widely held view that every sensation 
contains an element of interpretation based on learning, an extension by the 
whole of the sensory qualities is accounted for as such an interpretation. 
 
 
E. H. Gombrich, Art and Illusion: A Study in the Psychology of Pictorial 
Representation. New York: Pantheon Books, 1960. 
 
Duck-rabbit illustration (after Wittgenstein’s discussion of a duck-rabbit 
image in Philosophical Investigations, p. 195). 
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Paul Weiss [a biologist], “Knowledge: A Growth Process,” Science 131 
(June 10, 1960), p. 1717: 
 
Information is but the raw material, the precursor of knowledge. 
Knowledge emerges from the distilling, shaping, and integrating of the raw 
material into concepts and rules, and in the process of condensation and 
generalization, the number of bits of detailed information dwindles, rather 
than mounts. 
 
 
Thomas C. Schelling, The Strategy of Conflict. Cambridge: Harvard 
University Press, 1960, p. 163-4: 
 
Taking a hint is fundamentally different from deciphering a formal 
communication or solving a mathematical problem; it involves discovering 
a message that has been planted within a context by someone who thinks 
he shares with the recipient certain impressions or associations. One 
cannot, without empirical evidence, deduce what understandings can be 
perceived in a nonzero-sum game of maneuver any more than one can 
prove, by purely formal deduction, that a particular joke is bound to be 
funny. 
 
 
George J. Stigler, “Imperfections in the Capital Market,” Journal of Political 
Economy (June 1967): 287-92, p. 291: 
 
Transportation costs are the prototype of all trading costs: costs of 
acquiring knowledge of products and other traders, inspecting quality, 
collecting funds, etc. There is no “imperfection” in a market possessing 
incomplete knowledge if it would not be remunerative to acquire (produce) 
complete knowledge: information costs are the costs of transportation from 
ignorance to omniscience, and seldom can a trader afford to take the entire 
trip. 
 
 
Fritz Machlup, The Production and Distribution of Knowledge in the United States. 
Princeton, NJ: Princeton University Press, 1962, p. 15: 
 
If our stock of knowledge includes, say, the multiplication table one may 
object to calling it “information.” Or, if we know the law of supply and 
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demand and also know that certain prices have just gone down, it may be 
preferable to speak of price change as a piece of information, and of the 
usual consequences of price change as a piece of knowledge. One may 
object to referring to the law of supply and demand as a piece of 
information, but there should be no serious difficulty in referring to the 
report of the price change as having become part of our knowledge. Again 
we conclude that all information in the ordinary sense of the word is 
knowledge, though not all knowledge may be called information. 
 
 
Michael Polanyi, The Study of Man. Chicago: University of Chicago Press, 
1963, p. 15: 
 
The peculiar risk that we take in relying on any explicitly formulated 
knowledge is matched by a peculiar opportunity offered by explicit 
knowledge for reflecting on it critically. 
 
 
Kenneth E. Boulding, The Meaning of the Twentieth-Century: The Great 
Transition. NY: Harper & Row, 1964, p. 71. 
 
It is fundamental to all knowledge processes that we gain knowledge by the 
orderly loss of information.  
 
 
Kenneth E. Boulding, Beyond Economics: Essays on Society, Religion and Ethics. 
Ann Arbor, MI: University of Michigan Press, 1968, p. 142: 
 
Knowledge, however, has a dimension which goes beyond that of mere 
information or improbability. This is a dimension of significance which is 
very hard to reduce to quantitative form. Two knowledge structures might 
be equally improbable but one might be much more significant than the 
other. 
 
 
William S. Comanor and Thomas A. Wilson, Advertising and Market 
Power. Cambridge, MA: Harvard University Press, 1974, p.  
 
If we could be assured that advertising provides no misinformation and 
thereby promotes consumer choices that are more in accord with those that 
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would be made with full information, then we could argue that there is a 
positive gain to the consumer associated with his revised preferences. 
Although this may be the case in many circumstances, we cannot rule out 
the prospect that some forms of advertising lead consumers further away 
from choices based on full information. Indeed, prospects for the provision 
of misinformation are surely increased by the manner in which advertising 
messages are supplied, since the dominant concern of the advertiser is to 
sell the product, not to provide objective information on products in the 
market. 
 
 
Paul Simon, Train in the Distance, Hearts and Bones, Warner Bros. Records, 
1983: 
 
Negotiations and love songs 
Are often mistaken for one and the same 
 
 
James W. Friedman, Game Theory with Applications to Economics. NY: 
Oxford University Press, 1986, p. 11: 
 
Common knowledge refers to those things that are known by all players, 
and known by each to be known to all of them, and so forth. See Aumann 
(1976) and Milgrom (1981). Usually, and always throughout this book, 
games of complete information [note from D.K: complete information 
does not imply perfect or symmetric information] are characterized by each 
player knowing the entire structure of payoffs of the game, by each player 
knowing that all players possess this information, and by all players 
knowing that all players have this information. There is, for example, an 
important conceptual distinction to be made between (a) a complete 
information game in which complete information is common knowledge 
and (b) a complete information game in which each player does not actually 
know whether the other players also have complete information. In general, 
there is no reason to suppose that intelligent behavior and equilibrium will 
be the same in both cases. To repeat, in this book, complete information 
games are restricted to games in which complete information is common 
knowledge. 
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Eric Rasmusen, Games and Information: An Introduction to Game Theory. New 
York: Basil Blackwell, 1989, p.51. 
 
For clarity, models are set up so that information partitions are common 
knowledge. Every player knows how precise the other players’ information 
is, however ignorant he himself may be of which node the game has 
reached. Modelled this way, the information partitions are independent of 
the equilibrium concept. Making the information partitions common 
knowledge is important for clear modeling . . . 
 
 
Donald Wittman, “Why Democracies Produce Efficient Results,” Journal 
of Political Economy 97 (6) (1989): 1395-1424, pp. 1400-01: 
 
It would be foolish to argue that voters are perfectly informed about 
political markets. However, efficiency does not require perfectly informed 
voters any more than efficient economic markets require all stockholders to 
know the intimate workings of the firms in which they hold stock or all 
principals to perfectly monitor their agents. A voter needs to know little 
about the actions of his congressman in order to make intelligent choices in 
the election. It is sufficient for the voter to find a person or organization(s) 
with similar preferences and then ask advice on how to vote. For example, 
people who like to hunt are more likely to read the literature from the 
National Rifle Association than from an organization attempting to ban 
guns, and one can always ask advice from a more politically knowledgeable 
friend with similar tastes. Voters can also look at the list of campaign 
contributors (who typically make their campaign endorsements public) and 
infer the characteristics of the candidates’ policies (pro or con). That is, 
interest group endorsements are like signals in the market and provide 
strong cues about candidates’ preferences. Furthermore, competitors for 
public office need provide only the information when there are 
discrepancies between the voters’ preferences and the political outcome, 
not all the unnecessary detail. 
 
 
Ken Binmore, Fun and Games: A Text on Game Theory. Lexington, MA: D. 
C. Heath and Co., 1992, p.150. 
 
In game theory, something is common knowledge if everybody knows it; 
everybody know that everybody knows it; everybody knows that everybody 
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knows that everybody knows it; and so on. Game theorists usually assume 
that the rules of the game and the preferences of the players are common 
knowledge. In analyzing a game, they typically need also to assume that the 
fact that all the players subscribe to appropriate rationality principles is also 
common knowledge, although they are seldom explicit on this point.  
 
 
Louis Putterman, John E. Roemer, and Joaquim Silvestre, “Does 
Egalitarianism Have a Future?,” Journal of Economic Literature 36 (June 1998): 
861-902, p. 861: 
 
This view [that unfettered markets are the optimal institution for promoting 
human welfare], traced to what are now considered to be the prescient 
writings of Friedrich Hayek, is based on problems of uncertainty and 
asymmetric information, from which flow agency problems of myriad 
kinds. 
 
 
Eric Raymond (a pioneer of open-source software), “The Cathedral and 
the Bazaar,” Knowledge, Technology & Policy 12(3), Fall 1999, pp. 23-49, 
quotation at pp. 30, 33: 
 
More users find more bugs because adding more users adds more different 
ways of stressing the program. This effect is amplified when the users are 
co-developers. Each one approaches the task of bug characterization with a 
slightly different perceptual set and analytical toolkit, a different angle on 
the problem. . . . Often, the most striking and innovative solutions come from realizing 
that your concept of the problem was wrong. 
 
 
Unidentified author.  
 
Sherlock Holmes and Dr Watson go on a camping trip. After a good dinner 
and a bottle of wine, they retire for the night, and go to sleep. 
 
Some hours later, Holmes wakes up and nudges his faithful friend. 
"Watson, look up at the sky and tell me what you see." 
 
"I see millions and millions of stars, Holmes" replies Watson. 
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"And what do you deduce from that?" 
 
Watson ponders for a minute. 
 
"Well, astronomically, it tells me that there are millions of galaxies and 
potentially billions of planets. Astrologically, I observe that Saturn is in Leo. 
Horologically, I deduce that the time is approximately a quarter past three. 
Meteorologically, I suspect that we will have a beautiful day 
tomorrow. Theologically, I can see that God is all powerful, and that we are 
a small and insignificant part of the universe. What does it tell you, 
Holmes?" 
 
Holmes is silent for a moment. "Watson, you idiot!" he says. "Someone has 
stolen our tent!" 
 
Cartoon by Mueller. 

 
Author Unidentified: 
 
Computers are stupid: They do what you say, not what you mean. 
 

RETURN TO SYMPOSIUM HOMEPAGE 
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Making Connections 
 

BRIAN J. LOASBY*

 
 

LET ME BEGIN WITH TWO EPISODES TAKEN FROM A FASCINATING 
account of British scientific intelligence in the war of 1939-45, Most Secret 
War by R. V. Jones. In early April 1940 a British reconnaissance aircraft 
took photographs of Bremen harbor which showed it full of shipping. 
Unfortunately the information conveyed by these photographs was 
effectively zero, since it was the very first successful reconnaissance of the 
area since the outbreak of war, and so there was no knowledge about 
Bremen in wartime to interpret it. A few days later, the British acquired the 
knowledge that made these photographs very informative—but too late: the 
Germans invaded Norway, and the congregation of shipping in Bremen 
was not a normal phenomenon but a major part of the invasion fleet. 
Contrast this episode with a simple report in autumn 1943 that the 14th 
Company of the German Air Signals Regiment had posted detachments 
along the Baltic coast. Because the 14th and 15th Companies were known to 
be the two radar specialist units assigned to major project developments 
and the Germans were known to be developing some kind of long-range 
missile at Peenemunde, this report conveyed the information that the 

                                                                                        
* University of Stirling, Scotland. 
I do not claim that the meanings I ascribe to ‘knowledge’ and ‘information’ are the only 
meanings they can usefully bear; they correspond to concepts that I find helpful in 
understanding human behavior as it is influenced by the operations of the human mind. 
Note. Some paragraphs have been adapted from Loasby (2001). 
 



INFORMATION AND KNOWLEDGE 

Germans were about to start missile testing; consequently British 
intelligence had ‘a ringside seat at all the trials of the flying bomb’. 

A specific report can provide information only if it can be connected 
to something else, and it is unlikely to provide much information unless this 
‘something else’ is a pattern of relationships—how some things fit together. 
Such patterns constitute what I call knowledge. Knowledge is a set of 
connections; information is a single element which becomes information 
only if it can be linked into such a set. Information is not inherent in a 
message, but the product of an interpretation derived from supposedly 
relevant knowledge. A very important implication, which is ignored in most 
economic analyses of information (or of ‘knowledge’ treated as 
information), is that the information that is derived from a message may 
differ substantially according to the knowledge by which it is interpreted. 
That is a theme of Jones (1978); it applies to economists as to everyone else. 

Knowledge should not be defined as that which is true: that has been 
a logically untenable position at least since the time of David Hume. All 
knowledge consists of patterns that are invented, and most of these patterns 
are eventually superseded; there is no procedure that ensures access to the 
truth, though some are better than others. (Ziman (1978, 2000) is an 
excellent guide to scientific procedures.) At any time some knowledge may 
seem unchallengeable, some highly reliable, some plausible within limits 
(which are rarely well-defined), some speculative, and some once accepted 
but now discarded.  

The distinction between knowledge and information is very clear in 
the basic principal-agent model. The focus is on a single asymmetry of 
information: only the agent observes the state of the world. Knowledge is 
complete, and shared, including the knowledge of all possible states, what 
action the principal desires in each, and the knowledge that the agent has an 
inducement in some states of the world to misreport that state, unless 
supplied with appropriate incentives. In the Compendium provided James 
Friedman, Eric Rasmussen and Kenneth Binmore emphasize this 
distinction between information and knowledge; they also recognize how 
fundamentally the power of the analytical method depends on knowledge 
which is complete – and therefore inert. Suppose, for example, that 
principal and agent have different knowledge, and neither knows what 
knowledge the other has; suppose that their lists of possible states of the 
world are incomplete (there are ‘shocks’), or that someone thinks of a novel 
action. None of these are at all implausible; but they certainly complicate 
the analysis. The recourse to ‘rational expectations’ serves to eliminate 
awkward problems of differential knowledge in macroeconomics. 
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Of course, economic modelers can always confine their analyses to 
asymmetric information. However, they should then be cautious about the 
application of these analyses—far more cautious than many of them often 
are. One of the most obvious features of a modern economy is that, as 
Hayek pointed out, knowledge is dispersed and incomplete. This is not an 
unfortunate accident but a consequence of human activity, and a necessary 
condition of human progress. The growth of knowledge is promoted by the 
division of labor, because that produces differentiated knowledge. This is 
the foundational proposition of Adam Smith’s Wealth of Nations; but Smith 
(1980 [1795]) had already applied it to the growth of science through the 
differentiation of sciences.  

Smith accepted Hume’s argument that it was impossible to establish 
the truth of any general empirical proposition by logic or evidence, and 
Hume’s advice to ask instead how people come to accept some 
propositions as true. The result was his psychological theory of the 
emergence and growth of science, the key features of which are the need to 
construct knowledge as a combination of classification systems and causal 
links, the role of imagination in doing so, and the internal motivations that 
drive the process. The stimulus to imagination is provided by the acute 
discomfort caused by the failure of existing patterns of knowledge to 
account for newly-observed phenomena, and the consequent urgency of 
inventing ‘connecting principles’ that will impose order on ‘jarring and 
discordant appearances’. (This intrinsic motivation, beginning with 
unwelcome surprise and concluding with delight in creating a new pattern 
that works, appears to have had substantial survival value and is still 
effective both in the economy and the development of economic theory; 
but it is not prominent in current treatments of incentives.) Since new 
‘connecting principles’ lead to new expectations, new activities and new 
observations, what began as an aid to ordinary living gradually incubated a 
new category of knowledge called ‘scientific’, and some people came to 
devote particular attention to it; as its growth accelerated it began to divide 
into distinctive branches, each with its own set of connections which gave 
rise to its own anomalies and consequent stimuli to imagination. (See 
Loasby 2002). This was the ‘knowledge about knowledge’ that Smith 
transferred to economics. 

It is, of course, the division of knowledge, not asymmetric 
information, that Hayek is concerned about. It is also the division of 
knowledge that lies behind Allyn Young’s (1928) principle of increasing 
returns: changes of organization, resulting from developments in knowledge 
(as in science) divide up activities in different ways, providing different foci 
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and different samples of experience and so offer novel opportunities for 
generating new knowledge. Increasing returns are not a property of a 
production function; they describe a process of discovery. 

The conceptual basis for this view of knowledge is the notion of a 
system as a set of elements and an incomplete set of connections between 
them; thus not only different sets of elements but also different ways of 
connecting a given set of elements define different systems. Large systems 
typically include sub-systems within which connections are relatively dense, 
and between which connections are sparse; this is Herbert Simon’s principle 
of quasi-decomposability, which he argued was generally applicable to any 
large system, such as an economy or human knowledge. (For an extended 
treatment, see Potts 2000; for a brief version see Potts 2001). Selective 
connections are characteristic of economies and of knowledge; and because 
economic performance depends on knowledge we may expect close 
connections between the two. As Marshall (1961, 138) perceived, 
‘organization aids knowledge’ by providing structures within which it can 
develop; and as Smith perceived, knowledge is created by the organization 
of elements according to ‘connecting principles’.  

There is a great deal of evidence that human brains work in this way, 
as Hayek (1952) argued (see also Koppl 2004), developing neural pathways 
for handling sensory inputs by assigning them to categories which are 
already linked to other categories—most of the time without any conscious 
thought, because, as Herbert Simon insisted, cognition is a very scarce 
resource. It is also this cognitive scarcity, coupled to the ability of human 
brains to build up very different sets of connections, operating 
automatically, in different circumstances, that makes the division of labor so 
effective in expanding the knowledge base of a community.  Economic 
systems are built on routines and asymmetric knowledge. Conventional 
economic theories are not, but the activities of economists certainly are. 

We develop knowledge by varying our construction systems as we 
‘construe the replication of events’ (Kelly 1963, p. 72). (Kelly based his 
theory of personality on the need to create imperfect representations of 
parts of a complex universe that was fortunately quasi-decomposable, but in 
which decomposability diminished with time.) Knowledge is structure, in 
the form of categories into which phenomena or concepts may be grouped, 
or in the form of relationships between such categories; and structure 
implies a non-integral space. It is an imperfectly connected system of 
imperfect connections, and any of these connections may change over time. 
The world system of knowledge is far from complete, and the knowledge 
possessed by, or even accessible to, any individual is a very small proportion 
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of that world system. Nobody knows how a Boeing 737 works; and nobody 
knows how the Boeing Company works. 

Rather than bounded rationality, which is usually interpreted as a 
particular limitation in processing knowledge, it is better to begin with 
bounded cognition. This has the advantage of corresponding with current 
ideas about the development of human cognitive abilities. In the early 
stages of evolution, standard behaviors were genetically programmed; later 
creatures were genetically endowed with some capacity to vary behavior by 
forming new linkages in their brains; performance received evolutionary 
priority over logical processing and neurological coding over explicit 
codification. Nevertheless what appeared to be appropriate could differ 
between individuals, because of differences in the sequence of their 
experiences. Despite our intellectual pretensions, this is still the basic 
method of knowledge formation in modern humans; that is why ‘we know 
more than we can tell’, and in particular why we can perform many actions 
that we are unable to specify in detail.  

However, the emergence of consciousness introduced the important 
novel possibility of creating ideas about the future by making conjectures 
about new categories and relationships as yet unrecognized, leading to the 
possibility of taking novel actions with the intention of producing novel 
effects. The scope for variation between individuals was correspondingly 
increased, and with it the rate at which knowledge could grow. This new 
possibility, we should remember, is a modification of the old capabilities, 
which are not displaced, and it relies much more on linkages than logic. (All 
this is portrayed in Marshall’s (1994) mental model of ‘Ye Machine’, a 
combination of psychological, biological and mechanical ideas prompted by 
acute discomfort about the nature of human knowledge.) Indeed, as 
psychologists have shown, our powers of logical reasoning are still primitive 
in relation to the ability to make novel connections; and if ignorance is to 
be gradually replaced by knowledge the latter is far more valuable.  

Knight (1921, p. 206) observed that ‘to live intelligently in our 
world . . . we must use the principle that things similar in some respects 
will behave similarly in certain other respects even when they are very 
different in still other respects’. One class of ‘connecting principles’ serves 
to indicate which things should be treated as similar, despite their 
differences (and also which things should be treated as different, despite 
their similarities); and a second class of principles suggests which categories, 
so ordered, should be assumed to be linked, and in what way. Thus the 
construction of knowledge is always potentially subject to interpretative 
ambiguity, and the boundaries of categories are likely to be differently 
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construed by people with somewhat different histories. Now changes in 
knowledge systems, as Potts argues, are mainly changes to adjacent states; 
and Marshall expected experimentation to occur at the margins of 
knowledge. But for a system of any complexity there are many adjacent 
states; moreover, what is adjacent tends to differ between people because of 
the heterogeneity of their experience, and which of these possibilities is 
perceived also tends to differ. So at any time there are many margins of 
knowledge, and therefore the potential for a great deal of variation.  

However, although evolution is undoubtedly about the emergence of 
novelty through processes of variation and selection, it is also about 
stability—and necessarily so. If everything is changing, or even liable to 
change at any moment, then nothing can be relied on—for making 
decisions, interpreting information, or constructing new knowledge. Any 
process of variation and selection is meaningless unless both the variants 
and the selection environment persist for a time. In Marshall’s mental 
model of a ‘machine’ the lower level maintains a collection of routines 
which have worked satisfactorily: this frees the higher level for imaginative 
exploration and presents clearly defined problems when an established 
routine fails to cope with a new situation. Penrose’s (1959) firm similarly 
requires both evolving resources and an administrative structure; firms are 
sense-making systems which (if successful) combine the cognitive distance 
which supports specialization with cognitive similarity in the dimensions 
which maintain focus on the objectives of the business.  

Because it consists of patterns formed by connections, any particular 
‘piece of knowledge’ is not easy to define. It is not only economists for 
whom this causes difficulty. James Fleck, nominally writing about ‘artefacts, 
knowledge and organization’ complains that ‘A focus purely on knowledge 
makes the evolutionary problem very tough. It is very difficult to put 
boundaries around an idea’ (Fleck, 255); and to simplify his analysis he 
discards knowledge in favor of ‘the artefact-activity couple’. However, 
Alfred Marshall realized that ‘the difficulty of putting boundaries around an 
idea’ was essential to economic evolution. 

 
Every locality has incidents of its own which affect in 
various ways the methods of arrangement of every class of 
business that is carried on in it: and even in the same place 
and the same trade no two persons pursuing the same aims 
will adopt exactly the same routes. The tendency to 
variation is a chief cause of progress; and the abler are the 
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undertakers in any trade the greater will this tendency be 
(Marshall 1961, 355). 
 

Differences within a population are essential to evolutionary 
reasoning; the homogeneity of firms in a perfectly competitive industry is 
incompatible with the growth of knowledge that is essential to economic 
development. Economists who have thoroughly internalized their 
knowledge of the two fundamental theorems of welfare economics are very 
likely to find Marshall’s approach either misguided or a serious obstacle to 
economic theorizing. Samuelson pointed to the necessity of ‘getting 
Marshall out of the way’; but in emphasizing that increasing returns are ‘the 
enemy of the optimality conditions that perfect competition can ensure’ he 
failed to recognize that perfect competition is the enemy of progress 
through the growth of knowledge that constitutes increasing returns 
(Samuelson 1972 [1967], 24, 39).  

The attempt to evade a proper analysis of the role of knowledge in 
economic development by focusing on the ‘public good’ characteristics of 
knowledge treats knowledge as if it were information. A great deal of 
knowledge that is in the public domain is very difficult for most people to 
access. Why, for example, do we need elaborate arrangements to teach 
students what is already published knowledge? As Cohen and Levinthal 
(1989) pointed out, even specialists in science and technology cannot 
handle knowledge developed elsewhere unless they already have, or put 
substantial effort into developing, the relevant ‘absorptive capacity’. New 
knowledge has to be connected to knowledge that is already possessed, and 
the linkages that are formed depend on what this is. The content of 
knowledge may be modified in the process; indeed, the ‘new combination’ 
may suggest opportunities that were not perceived by the originator of this 
new knowledge, who was making a different set of connections. This is not 
unusual in the emergence of new theories and of technological innovations.  

The denial of Knightian uncertainty is crucial for the standard 
treatment of information and knowledge. It is then natural to misinterpret 
Simon by treating bounded rationality as equivalent to a cost of information 
and satisficing as an optimal response, and to avoid asking how boundedly 
rational agents can know enough to be certain that their simplifications do 
not involve error. The answer to that unasked question may be found in 
what I propose to call Hayek’s Impossibility Theorem: ‘any apparatus of 
classification must possess a structure of a higher degree of complexity than 
is possessed by the objects that it classifies; and  . . .  therefore, the capacity 
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of any explaining agent must be limited to objects with a structure 
possessing a degree of complexity lower than its own’ (Hayek1952, p. 185).  

The question may also be applied to those who analyze complexity in 
this way: how do they know that their models of complex systems are 
adequate representations of the systems to which they are applied? To this 
question also, Hayek’s Impossibility Theorem supplies the answer: they 
cannot know. Just as our analysis of systems should not take as its reference 
point a fully-connected system, which directs us to questions about specific 
failures and their remedies, but start from the problem of creating and 
maintaining connections that are appropriate for particular purposes, so the 
problem of complexity is not one of simplifying a supposedly complete 
model, which is a fantasy, but of constructing some representation by 
selecting and linking elements. Both are exercises in Knightian uncertainty, 
for which there are no correct procedures, but the possibility of rewards for 
skill. Information needs to be interpreted, and the interpretation depends 
upon the classification systems and the connections between categories by 
which people attempt to make sense of phenomena—for sense has to be 
made by constructing knowledge.  
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ECONOMISTS USUALLY TREAT THE KNOWLEDGE AND INFORMATION 

possessed by agents in a dichotomous and one dimensional way: either 
agents know something or they don't. That they may surmise rather than 
know, feel uncertain and be reluctant to resolve this uncertainty by using 
certainty equivalents and a coefficient of risk aversion is sometimes 
discussed, but more often swept under the rug.  But perhaps that is where it 
belongs. In cases where such a procedure allows us to resolve the questions 
we wish to answers (and the questions that others wish us to answer) it 
should be treated as a useful simplifying rather than as a simplistic 
procedure.  And even in some cases where a one-dimensional treatment of 
knowledge or information does not generate satisfactory answers, it may 
still be the appropriate treatment because concern with the multifaceted 
nature of information and knowledge may just complicate the analysis 
without substantially improving the quality of the answer. But in some 
other cases, such as situations of asymmetric information, greater attention 
to "depth" of information may have a high pay-off. The only way to find 
out is to try and see. Methodological discussions can provide a useful 
complement but not an adequate substitute for such an empirical approach. 

I will therefore do as my students did when on an exam I asked a 
question they could not answer, and answer a different question instead. 
This is whether we tend to conflate three different concepts, information, 
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knowledge and understanding. These three concepts can, of course be 
defined in ways that makes them identical, but doing so hides some 
significant issues. To highlight them I define information as isolated nugget, 
that is simple observation statements or more or less direct deductions 
from the implications of such statements. These nuggets range all the way 
from observations that confirm (or disconfirm) important theories, to the 
"important message" of our junk mail.  Knowledge I define as such nuggets 
of information integrated into coherent constellations, such as 
generalizations. Understanding is the integration of knowledge into the 
larger web of our other beliefs. Wisdom goes beyond understanding by 
adding epistemological and perhaps value and metaphysical judgments, 
which may, or may not, be articulated. I take understanding and wisdom to 
be the purpose of science, with prediction being both a practical pay-off, as 
well as providing a way to test our understanding and wisdom. Thus, the 
observation that the unemployment rate is currently 6 percent provides 
information, comprehension that this figure has to be interpreted in the 
light of changes in the number of discouraged workers, the labor force 
participation rate, the NAIRU, etc., provides knowledge. But whether this 
unemployment rate justifies an expansionary fiscal policy requires going 
beyond such hard facts and forces us to consider also vaguer issues, such as 
how to respond to the unreliability of our measure of the NAIRU, the 
uncertainty about the lag of fiscal policy and the fact that expansionary 
policy is hard to reverse. It also requires value judgments. That is, it requires 
wisdom. 

Obviously economists need all four. What in the long run prevents a 
gross over or under-emphasis on any of them is essentially the trained 
common sense (wisdom) of readers who reward those who provide 
interesting results. Countering this tendency toward a correct emphasis are 
various distorting factors. Thus, in a society that values literature and 
philosophy much more highly than science, perhaps because the former is 
associated with an upper class education and the latter with a merely 
practical education, there will be a tendency to over-value trivial 
contributions to wisdom, while in a society that worships science because 
of the contributions that engineering makes to every-day life, information 
and knowledge will be overvalued relative to wisdom. Getting the balance 
"right" despite such societal pressures is one of the tasks of methodology. 
All this is merely a manifestation of the familiar point that if consumers are 
badly informed market failure results. In economics one obstacle to getting 
it right is that to have their work properly appreciated by the public 
economists need to distinguish it from idle cocktail-party chatter and 

67                                                                                         VOLUME 2, NUMBER 1, APRIL 2005 



THOMAS MAYER 

editorial pontifications. And since they live in a society that respects 
science—if only because so many students find science and math 
difficult—it is not surprising that they want to make economics seem 
scientific by valuing knowledge that can be made rigorous (and hence 
seemingly scientific) over wisdom that tends to be vague. 

This is by no means all bad, the ethos of science has proved 
extraordinarily beneficial. But it does mean that we should be on the look-
out for a tendency to adopt the superficial trappings of science, such as a 
tendency to bow to the tyranny of the measurable and the rigorously 
demonstrable, and to underemphasize more speculative and judgment-
based knowledge. Modeling economics on the physical sciences is on the 
whole appropriate, but it is subject to declining marginal utility. 

One example of imbalance during the first half of the last century 
was the popularity of an institutionalism that considered itself scientific 
because it stressed the accumulation of facts (information) at the expense of 
theory. A more recent example comes from the interpretation of regression 
coefficients. The computer spews out point estimates and t values for each 
regressor, and like other scientists we have recourse to the well established 
tradition that a coefficient has to be significant at least at the 5 percent level 
before we take it seriously. If applied thoughtfully that can be defended as a 
useful convention. But it is not always so applied. The justification for the 5 
percent convention is that we want to set a relatively high hurdle for the 
acceptance of hypotheses. Yet in practice we find some economists urging 
that their hypotheses be accepted because they cannot be rejected at the 5 
percent level, even though they might be rejected at, say the 12 percent 
level. This completely subverts the underlying principle that new findings 
have to pass a high hurdle to be accepted. Moreover, as Deidre McCloskey 
has pointed out, for a hypothesis to be confirmed a high t value with the 
right sign is not sufficient, the regression coefficient must also be of the 
right magnitude. For example, if I claim that the law of one price does not 
hold for a certain homogeneous commodity because even after adjusting 
for transportation costs its price in New York exceeds its price in Chicago 
by 0.01 percent, I have not disconfirmed this law even if due to my large 
sample the difference is significant at the 1 percent level. 

All this should be obvious to anyone who has taken an elementary 
statistics course. So why is it so often ignored? One likely reason (though 
there are probably also others) is that deciding whether a variable is 
statistically significant is a simple matter of information, while deciding 
whether it is substantively significant requires judgment, and hence wisdom; 
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judgment that may differ among investigators and hence is subjective and 
therefore "unscientific". 

Another example is the piling up of empirical tests of hypotheses that 
are never compared with each other. Taken individually readers may find 
many of them persuasive, and yet they are frequently contradictory. As a 
result, many readers are left in a haze, where all they can say is: "yes, the 
hypothesis may be confirmed, but then it may also be disconfirmed." Thus, 
we have knowledge, but not understanding and wisdom. Meta-analysis, 
which might advance us to understanding and wisdom, is seldom 
undertaken, perhaps because it seems to have a low prestige, being wrongly 
thought of as drudge work. Survey articles, unlike meta-analyses, are more 
frequent, but they usually cover so many papers that they merely summarize 
them without evaluating them, 

Obviously a few examples like this do not suffice to show that we 
over-invest in information and under-invest in knowledge and wisdom; but 
they illustrate that this is a potential danger. 
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“IS THERE A DIFFERENCE BETWEEN KNOWLEDGE AND 
information?” is the question that participants in this symposium were 
asked to address. I come to the question as an historian of economic 
thought who has studied the Austrian tradition, and in particular the 
contributions of F.A. Hayek, who is remembered among information 
theorists for his early writings on “the knowledge problem.”  An analysis of 
his work may be helpful in grappling with the question of this symposium.  
In an earlier paper I looked at differing interpretations of the socialist 
calculation debate and the current prospects for market socialism, and 
linked to issues of information and knowledge (Caldwell 1997).  My 
remarks here draw in part on that paper.  

In recent years, in works by Bardhan and Roemer, (1993), Stiglitz 
(1994), Roemer (1995) and others, a new stylized history of the socialist 
calculation debate that highlights the contributions of the economics of 
information has emerged.  According to this account, the original debate 
between market advocates like Mises, Hayek, and Robbins on the one hand, 
and market socialists like Lange and Lerner on the other, ended in a draw.  
Mises’ “impossibility arguments” regarding rational calculation under 
socialism were rejected as unproven, and Lange’s proposal of a “trial and 
error” method that would mimic the workings of a market was taken to 
mean that socialism was indeed possible, with its feasibility deemed to be an 
empirical matter. Renewed interest in the debate was sparked by the poor 
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performance of post-war communist regimes, the details of which 
suggested that the chief problems they faced had to do with information 
asymmetries and related incentive problems. In the new account the 
Paretian general equilibrium model (or its more recent counterpart, the 
Arrow-Debreu model) became the villain because of its implication that a 
purely competitive system will yield efficient outcomes, albeit once a 
stringent set of marginal conditions is met. Because both the early 
proponents of market socialism and their market oriented critics supposedly 
relied on the full information general equilibrium framework, both were 
misled about the viability of their favored systems. The economics of 
information provides a powerful set of tools for identifying and analyzing 
the problems of both socialist and market economies and therefore greatly 
improves on the older models.  In this very Whiggish account, information 
theory revealed the key issues in the debate.  

The account acknowledges Hayek for the early work on how a 
competitive price system is a mechanism for low-cost aggregation and 
transmittal of information. Later theorists formalized these insights, but as 
the economics of information developed it became clear that Hayek (like 
his opponents) failed to grasp a second problem, that of opportunistic 
behavior in situations of asymmetric information. Though he talked about 
“knowledge,” Hayek failed to see the importance of incentives, and of the 
necessity of developing mechanisms to overcome the problems associated 
with asymmetric information. He was thus unable to move the field 
forward.  

In my 1997 paper I challenge this reading. The Austrians actually did 
write about incentives, but they did not develop their ideas systematically 
because, in the 1930s and 1940s, the question of “motivation” was thought 
to be one of psychology, or even of ethics, but not of economics. In writing 
about “knowledge,” Hayek was thus thinking about something different 
from what later economists were when they wrote about “information.”     

What are some of the differences? For Hayek, knowledge is 
dispersed, as later mechanism design theorists picked up on. But some 
knowledge, especially that which inheres in the day to day experience over 
time among participants in the specific situations that constitute markets is 
also tacit. By definition, tacit knowledge is not directly communicable. 
Theories that treat information as contained in little packets that can be 
“elicited” once the appropriate mechanism is “designed” misunderstand the 
fundamental fact that no mechanism can elicit tacit knowledge. Yet tacit 
knowledge is important—it affects and guides the decisions of millions of 
entrepreneurs  and  ultimately  gets  reflected  in the prices and options that        
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emerge in a free enterprise system. In systems lacking these characteristics, 
much of this knowledge gets lost. One may still have markets, but their 
ability to absorb, reflect, dig up, and use knowledge is inferior.  

Tacit knowledge resides in the practices and experiences of people 
living their lives.  It is out of this untold realm of living knowledge that 
particular articulate schemes of understanding emerge, schemes within 
which one may speak of having or not having this or that bit of 
information.  Recognition of tacit knowledge reminds us, then, that any 
such scheme or interpretation is but one way of thinking of things.  It 
reminds us that new and better knowledge is as much about new and better 
interpretations as about adding informational bits within the interpretation 
that is customary (or, formally, “common knowledge”). 

Information theorists focus on how prices “convey information.” 
Though Hayek considered this role important, he was concerned 
additionally with the creation, discovery, and conservation of knowledge. 
Furthermore, the Austrian notion of “discovery” is quite different from the 
economist’s idea of “search.” An information economist like Joseph Stiglitz 
(1994, 8) can ask: Are “the expenditures on information acquisition too 
little, too much, or just right?”  To answer this question, one must be able 
to compare the expected costs of additional search against expected 
benefits. Contrast this with Israel Kirzner’s characterization of 
entrepreneurial discovery: “For the Austrian approach imperfect 
information is seen as involving an element which cannot be fitted at all 
into neoclassical models, that of “sheer” (i.e., unknown) ignorance.  …the 
discovery which reduces sheer ignorance is necessarily accompanied by the 
element of surprise” (Kirzner 1997, 62).  Here, Kirzner means the dawning 
of a new interpretation.  Brian Loasby provides a humorous example of the 
difference between search and discovery when he notes that “requiring 
applicants for research funds to specify the outcomes marks the triumph of 
auditing over innovation” (Loasby 2004, 126).  

Concern with knowledge questions led Hayek and many “Hayekians” 
away from theoretical questions of optimal mechanism design and towards 
the examination of how various real world social institutions facilitate the 
use of knowledge.   (I suspect that this is the main reason why advocates of 
a New Institutional Economics find his work so congenial.) Hayek believed 
that certain social institutions, namely a system of free markets  protected 
by a strong constitution that upholds the rule of law, a system with well-
established, enforced, and transferable property rights, offered the best 
hope for the discovery, coordination, preservation, and use of knowledge.  
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Hayek also recognized that the conscious construction or imposition 
of social institutions was fraught with dangers. Social institutions are 
themselves the product of a long process of evolutionary development; they 
are examples of complex adaptive orders. They have histories and perform 
functions that are often not well-understood by outside observers, or, for 
that matter, by those who participate in them. Attempts to alter such 
institutions may generate unintended and unwelcome consequences. Hayek 
and the Austrians tend to be much less optimistic about what social 
architects can accomplish with their tools, and more impressed by what 
spontaneous social orders have been able to accomplish. 

The Austrian emphasis on entrepreneurial alertness may also reveal a 
difference between information and knowledge. For Austrians, the ability to 
make use of knowledge varies over individuals. Alert entrepreneurs are able 
to profit from their assiduousness. Within certain institutional/ 
organizational frameworks this promotes innovation and better uses of 
resources; within others it reduces coordination and provides a basis for 
opportunism and depredation. Common knowledge assumptions typically 
ignore the possibility of differential ability to use knowledge.  

It may well be that more recent developments in the economics of 
information have some promise for closing whatever gap might exist 
between the concepts of “information” and “knowledge.” If Hayek was 
right, though, in the end we may conclude that economists can do much 
less than we hope to be able to do. This is sobering news, but perceiving 
the limits of our knowledge is itself an addition to knowledge, and one that 
may help us avoid repeating the hubristic mistakes that were made in less 
sober eras.  
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THE DISTINCTION BETWEEN INFORMATION AND KNOWLEDGE, 
as these words are commonly used, is fairly clear and quite important. We 
wish to point out, however, that the importance of this distinction becomes 
very substantially greater when we understand it as pointing to a different 
distinction—that between two levels of knowledge itself. The purpose of 
this note is to develop this insight and remark on whether modern 
economics accommodates these matters. 

 
 
 

INFORMATION AND KNOWLEDGE 
 

 
Imagine a professor employed at an urban university visiting a 

university in the suburbs to participate in a seminar. He travels by train, the 
trip taking about an hour. From the suburban train station it is a short walk 
to the host university campus. After the conclusion of the seminar, our 
visiting professor tarries to converse with old acquaintances at the host 
university until he realizes that, unless he leaves immediately for the train 
station, he is likely to miss the 3:30 train, the next train being 30 minutes 
hence. The prospect of missing the train spurs him to take leave of his old 
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colleagues and to head for the station. In his pocket he has a detailed set of 
instructions telling how to get to the train station from the host campus. 
However, our professor does not consult these instructions, feeling sure 
that he knows the way to the station—after all, it is only a few hours since 
he walked successfully from the station to campus. Unfortunately this 
conviction of his is not quite valid, and he takes a wrong turn, walking for 
several minutes in a wrong direction. By the time he discovers his mistake, 
and finds his way to the station, he has missed the 3:30 train. Frustrated, he 
has no choice but to take out his reading materials and recline the best he 
can on the benches at the train station until the next train to town. He 
realizes that this cost is due to his not having known the way to the station; 
his possession of the information (in the form of the set of instructions in 
his pocket) was not sufficient to avoid this cost.   

Our professor may or may not regret his failure to consult his 
instructions. He may be regretful, in the sense that he may, in retrospect, 
value making the 3:30 train as being worth the disutility and inconvenience 
of having to stop, open his coat, extract and read the instructions. Or, he 
may not be regretful: in the light of what he thought he knew, he may judge 
his decision to have been efficient. In fact, if the value he places on the 
inconvenience of extracting and reading the instructions is more than the 
inconvenience of missing the 3:30 train, he may be even more convinced of 
the wisdom and efficiency of his decision; he may tell himself that it was 
not worth his while to have consulted his instructions even if he knew that 
he would, by not consulting them, miss his train. 

Most of us (and this writer) would say that our scholar suffered the 
dreariness of waiting because, although he possessed the information on how 
to get to the station in the shortest possible time, he did not possess the 
knowledge of that information. His possession of the needed information 
means that he had it within his power—by consulting his set of 
instructions—to gain knowledge of the most direct way from the campus to 
the train station. Information is an input that may be used in a process of 
“production” (= of learning) that results in the possession of knowledge. 
This difference between information and knowledge is straight-forward, 
and conforms to everyday use of language. 

What we wish to point out in this paper, however, is that the 
distinction between information and knowledge goes much further than this, 
and can be seen to be much more important (in a different context) than the 
difference between input and (intermediate) output. 
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INFORMATION-KNOWLEDGE AND ACTION-KNOWLEDGE 
 

 
Imagine now a mother at home with a teething child. The child is 

suffering from pain, and loudly and aggressively proclaims his unhappiness. 
The mother has tried just about everything, but nothing in her toy chest or 
refrigerator seems able to soothe, pacify, or distract the child. At that very 
moment, an itinerant vendor knocks at her door, hawking a colorful toy 
priced at five dollars. At her wits’ end, the mother buys the toy and, presto, 
the child is delighted with it—peace and harmony are restored. Imagine, 
however, that while the mother was indeed more than willing to pay five 
dollars to soothe and pacify her child, she suddenly ruefully realizes that the 
toy—nothing more than a clear plastic container containing colored 
marbles—could easily have been put together in seconds, in her own 
kitchen, for less than a dollar. She could kick herself for not having done 
so. (Of course, at the same time that she could now kick herself for the 
earlier mistake, she may congratulate herself for, and feel overjoyed by, her 
“costly” learning process that has taught her how to save money and soothe 
bawling babies, in the future. And, of course, given her earlier errors, she is, as 
we have already noted, unquestionably happy to pay $5 for the toy that she 
needs now.) She could kick herself because there was nothing that had 
prevented her from securing peace and harmony for as little as a dollar— 
instead of the five dollars which she “stupidly” paid. The extra four dollars 
which she has paid, has been paid for nothing—and has given her nothing 
that was not within her grasp without paying those four dollars. She will 
explain her mistake by saying that, “stupidly,” she did not realize that what 
she was about to purchase from the vendor was available to her almost 
instantly in her kitchen for no more than one dollar. She did not, at the 
moment of purchase, “know” what she now knows. But surely she did not 
lack the knowledge needed to have avoided the overpayment. It was simply 
that that knowledge she indeed had, did not inspire her to action. The 
knowledge she had was like the set of walking instructions in the pocket of the visiting 
college professor—that is, it was not “known” in a manner which shapes 
action. 

In other words, we have here a distinction between knowledge-as-
information and action-knowledge—the latter referring to the knowledge 
which actually spurs and shapes action. Not all one’s possessed knowledge, 
in fact, shapes action. What the mother knew at the moment she purchased 
the toy for five dollars (instead of creating it herself in her kitchen for less 
than a dollar) was information-knowledge. But this information-knowledge, 
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just like the instructions possessed by our college professor when he went 
astray on his way to the station, failed to shape the mother’s action. Had 
she fully realized what was within her grasp, she would under no 
circumstances have paid five dollars for what was available to her for one 
dollar. Action often does unalertly ignore facts, which, in the usual sense of the word, one 
“knows.” This difference between knowledge-as-information and what we 
have called action-knowledge is, of course, (a) extremely important, and (b) 
often, unfortunately, ignored in economic theorizing. 

 
 
 

INFORMATION-KNOWLEDGE AND ACTION-KNOWLEDGE: 
AMBIGUITIES AND SUBTLETIES 

 
 
Our story of the distraught mother, and the insights we have drawn 

from that story, abstract, for example, from the “problem-solving costs” 
facing a busy mother in her kitchen, who has other things on her mind 
besides ensuring the lowest-cost manner of securing toys for her child. We 
simply assumed that nothing prevented her from realizing what she already 
knew, viz. how to construct a toy from the materials ready to hand in her 
kitchen. Our assertion that she “already knew” how to construct the toy, 
follows everyday language. In this everyday use of language, the itinerant 
vendor taught her nothing she did not already “know.” Such use of 
language, however, does not, we have wished to emphasize, deny that in a 
different sense she had not “known” how to construct the toy; she had not 
realized that her information-knowledge could have been instantly applied— 
without any further costly “learning” process—to practical action. This has 
given us two equally valid possible senses of the term “knowledge”: (i) 
information-knowledge and (ii) action-knowledge. 

We do not wish to depart from everyday use of language by reserving 
the term “knowledge” for action-knowledge only. John Doe is attending a 
large family wedding. Suddenly he realizes that his checkbook is no longer 
in his pocket. He is not particularly worried; his name is printed on the 
checks. He does not think anyone would bother to steal the checkbook, but 
he would very much want to have it back. He says to himself: “perhaps 
someone will find the checkbook, and it will be announced on the 
microphone.” About an hour later, when John Doe is deeply engaged in 
stimulating conversation with fellow-guests at his table, someone at the 
microphone indeed calls out John Doe’s name, asking him to come to the 
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microphone. John Doe’s first reaction is one of alarm; he fears that perhaps 
there has been an emergency that has befallen a member of his family (one 
of his children has been seriously ill). It is only after several seconds have 
passed that he realizes, of course, that his name has been called only 
because someone has found his checkbook. During those several seconds it 
would be surely incorrect to say, in everyday language, that John Doe “did 
not know” that his name was on his checks, or that it was likely that his 
name would be called when his checkbook was found. He did “know” all 
this; but the full realization of what all this meant was prevented by an initial 
misinterpretation in terms of a possible family emergency. That is, although 
he certainly did “know” that his name was likely to be called if the 
checkbook was found—that knowledge was not foremost on his mind at the 
moment of the microphone announcement. 

It must be emphasized that while it is an act of deliberate production 
(the act of “learning”) which ordinarily converts information into 
knowledge, what determines whether knowledge-as-information becomes 
action-knowledge is not, in general, the result of any deliberate decision. 
While the relation between information and knowledge can, in general, be 
analyzed using the economist’s standard calculus of benefits and costs, the 
relation between knowledge-as-information and action-knowledge cannot be 
so analyzed. The college professor who failed to consult his walking 
instructions may, as we have noted, “justify” his failure to convert the 
information in his instructions into actual knowledge of that information, 
by referring to the costs of consulting his instructions. It may have been 
inefficient for him to have sought to confirm his belief  (that he knew the way 
to the train station) by stopping, opening his coat in bitter cold weather, 
extracting his instructions, and reading them on a busy street. But the 
distraught mother, given our assumptions, has no such “justification” for 
not having realized that the five dollars she pays for the toy is more than 
what is necessary to acquire such a toy. She could kick herself for her 
“stupidity”; that is, she could kick herself for not having been alert to the 
information-knowledge which she in fact possessed. 

Two individuals may “know” the same facts; one of them grasps the 
opportunity which these facts represent, the second fails to do so. We may 
say that the first individual was more entrepreneurial, more alert to 
opportunities. The second individual has simply been unalert. Our 
discussion suggests that another way of expressing the difference between 
these individuals is to say that, although they both “know” the same facts, 
their knowledge is not the same. The one who failed to grasp the 
opportunity expressed in these known facts had “information-knowledge” 
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of them, but not “action-knowledge.” The one who grasped the 
opportunity was, presumably through his alertness, somehow able to turn 
his information-knowledge into “action-knowledge.” Here we find a 
difference between (a) the distinction between information and knowledge, 
and (b) the distinction between information-knowledge and action-
knowledge.   

Turning information into knowledge calls for the learning of that 
information, and for such learning “alertness,” while perhaps necessary, is 
certainly not sufficient. But in turning information-knowledge into action-
knowledge, alertness is necessary and sufficient. Alertness is the crucial 
bridge between the two kinds of knowledge. 

Despite this important difference between the two distinctions, we 
have in our discussion emphasized the parallelism between (a) the relation of 
knowledge to information, and (b) the relation of action-knowledge to 
information-knowledge. This emphasis is justified because standard economic 
theorizing tends to take no notice whatever of the difference between 
information-knowledge and action-knowledge. The economics of information, 
for example, in the economics of advertising, almost invariably assumes that 
once information has been deployed in a process of learning to create 
“knowledge,” utilization of that knowledge follows inexorably. So that 
much of the significance of advertising activity, which goes so far beyond 
the mere provision of information, is completely lost sight of. The truth 
surely is that to inspire the consumer to act in a manner which correctly 
mirrors his preferences and resources calls for more than the provision of 
information. It calls for him to be alert to that information and to its 
significance. In evoking this alertness, advertising plays an important 
economic role. But this role is invisible to theorists who treat information-
knowledge as identical with action-knowledge.     

Economic theory surely should explore those aspects of economic 
processes wherein human beings traverse the gulf that otherwise separates 
the two kinds of knowledge. 
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THIS NOTE MAY SEEM, ODDLY, TO DISCUSS A DISTINCTION JUDGED 

not worth discussing. I am responding, however, to the invitation to take 
part in a symposium on the topic. The symposium-prompting materials 
suggest a defect found in much of the literature. It is useful to classify types 
of error—and, I’ll add, unsatisfactory styles of argument—so that each may 
be readily recognized when encountered. I wonder, though, whether the 
error under discussion here is best described as confusion between the 
meanings of two words. 

“Knowledge” and “information” are ordinary English words, not 
primarily technical terms. For clear thinking and communication, therefore, 
economists should use them as nearly as possible in their ordinary senses. A 
distinction—if and when intended—should conform to ordinary usage as 
reported in dictionaries unless an exception is necessary and is clearly 
explained. 

 The American Heritage Dictionary of the English Language (3d ed., 1992, 
s.v. “knowledge”) says that of several synonyms, “Knowledge is the broadest: 
it includes facts and ideas, understanding, and the totality of what is known. 
. . . Information is usually construed as being narrower in scope than 
knowledge; it often implies a collection of facts and data . . . .” The same 
dictionary’s first edition (1969) says that knowledge includes both empirical 
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material and the results of inference or interpretation, while information often 
implies a random collection of material rather than orderly synthesis. 

The Random House Dictionary of the English Language (2d ed., 
unabridged, 1987, s.v. “information”) says: “INFORMATION applies to 
facts told, read, or communicated that may be unorganized and even 
unrelated . . . .  KNOWLEDGE is an organized body of information, or 
the comprehension and understanding consequent on having acquired and 
organized a body of facts . . . .”  

 Several other languages make roughly the same distinction as 
English does. Sharpened up a bit, it is reported facts versus the results of 
systematically integrating what one has learned or experienced. Information 
is prerequisite to knowledge, which is its integration or systematization. 

After a long paragraph containing miscellaneous economic statistics, 
financier Bruce Bent (2003) continues: “All of these are true statements, 
lifted verbatim from major national periodicals, and all refer to the period 
ending September 2003. The significance of all these numbers is probably 
best gauged by the stories they generate that proffer totally contradictory 
conclusions using exactly the same data.” Bent’s point, translated into the 
language of our symposium, seems to be that information pertaining to the 
state of the economy does not necessarily add up to knowledge or 
understanding. 

The compendium of quotations for the Symposium has reminded me 
of Donald Wittman’s 1989 article and 1995 book on democracy, which fail 
to make the distinction where it is essential. Wittman‘s point is that voters 
are not as ignorant (“rationally ignorant”) as is commonly suggested in the 
public-choice literature; for they are constantly exposed, even without effort 
on their part, to all sorts of facts and figures and arguments pertaining to 
policies, proposals, and candidates. Yes; but miscellaneous bits of 
information, casually acquired and mis-acquired, do not add up to 
knowledge, or, better expressed, surely do not add up to understanding. 
They are not enough to support Wittman‘s contention about the efficiency 
of democracy. Wittman appears to be taking the smart-alecky George 
Stigler/Earl Thompson line that whatever exists must be efficient; for if it 
could have been advantageously and cost-effectively replaced, it already 
would have been. The proper reply is to point out his specific error, not to 
embark on a general disquisition about information and knowledge. 

Bruce Caldwell is one economist who seems at first glance to 
distinguish explicitly between the two words: “economists working in 
information theory have not always adequately understood the nature of the 
Austrian contribution. One common source of misunderstanding is the 
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assumption that knowledge is the same thing as information.  Indeed, the 
Austrian description of market participants as purposeful but fallible agents 
whose decisions reflect their subjective beliefs concerning market 
conditions, beliefs that are based on local and often tacitly held knowledge, 
has little in common with the agents hypothesized in standard economic 
models” (2004, 338). 

 If Caldwell means to distinguish the meanings of the two words, he 
appears to reverse the dictionaries’ distinction. Evidently, however, his 
point is different. He distinguishes between Austrian and mainstream 
assumptions (or observations) about what it is of which market participants 
have information or knowledge (whichever word one might care to use). 
He does not, after all, distinguish between the two mere words. 

 Caldwell seems to allude to what I take to be the main point behind 
the symposium. In too many neoclassical models the actors are assumed to 
possess common knowledge at least of the structure of the economy and of 
economic principles. In some models they are assumed to share even more 
specific knowledge, as of relevant parameters or at least of their probability 
distributions.  Such models and assumptions trivialize solving the economic 
problem into making an engineering-style calculation of a maximum. James 
Buchanan, for one, has made such a diagnosis. Actually, a large part of the 
economic problem, beyond the overriding fact of scarcity, is that of using 
temporary, local, scattered, incomplete, in part contradictory, and in part 
unarticulated and even unarticulable knowledge (or information or 
whatever one wants to call it), as well as expectations, and coordinating 
decisions and actions taken on that basis. F. A. Hayek and later Austrians 
have insisted on this crucial point. 

 In some contexts, one word does seem more appropriate or 
idiomatic than the other. Interested in how the vote count is going in 
California, I might ask for the latest information or, more probably, for the 
latest numbers, but hardly for the latest knowledge. If one were writing 
about the “economics of information”–which expression does seem to 
have become entrenched— it might seem slightly odd to write “knowledge” 
instead.  

 In many contexts no contrast is intended, and the choice between 
the two words hardly matters. Asked what I know of Jones’s recent 
activities, I might reply either that I have no knowledge of them or that I 
have no information about them—or simply that I don’t know. When 
Hayek wrote about “The Use of Knowledge in Society” and “knowledge of 
the particular circumstances of time and place”, it would not have sounded 
stylistically strange to use the word “information” instead in those 
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expressions. Frequent citation of his 1945 article, however, probably does 
make his choice of words now sound slightly more natural. Strictly 
speaking, “information” might even have been the more exact word; for the 
bits and pieces of local and temporary facts, figures, techniques, 
unarticulated know-how, and clues underpinning hunches that are put to 
use in myriads of decentralized decisions coordinated through the price 
system are nowhere deliberately integrated and systematized. Nor need nor 
could they be; that is the point of his article.   

Throughout, Hayek appears to use “information” and “knowledge” 
interchangeably, and without causing confusion. Considerations of style or 
rhythm may have affected the word chosen in each passage. Not those 
words in isolation but the sentences and paragraphs in which they occur 
make Hayek’s meaning clear. One might object to citing his article as an 
example on the grounds that much has occurred in information theory in 
the sixty years since he wrote. Yes, but the article remains both a landmark 
and a compendium of passages in which the knowledge/information 
distinction is not crucial.  

Karl Popper rightly condemned essentialism, interpreted as the attempt 
to gain knowledge (one would hardly say “information”) by brooding over 
words and what they label (1982, 18-31). As Jeremy Bentham said, meaning 
lies in sentences, in propositions, not in isolated words. It is a mistake to 
suppose that sentences are compounded out of words that simply label 
independent elements of reality. It is false that whenever a word has a 
meaning, some existent thing must be related to it in some simple uniform 
way appropriate to simple atoms of language. We clarify the notion of 
“right” or “duty”, for example, by focusing not on the single word but on 
typical sentences employing it, such as “X has a duty to pay Y £100.” 
Bentham’s was the method that twentieth-century logicians call “definition 
in use” (Hart 1982, 10 and 43; Hart 1983, 26 and 272, discussing Bentham’s 
“Essay on Language”). 

 A related kind of essentialist error is to pack considerations into the 
definition of a word so as, apparently, to enhance the nobility of the 
concept labeled. Lord Acton is quoted on the fund-raising envelope of the 
Acton Institute for the Study of Religion and Liberty as writing: “Liberty is 
not the power of doing what we like, but the right of being able to do what 
we ought.” Thus from the celebrated historian of liberty! (Attempts are 
sometimes made—to no good effect, as far as I can tell—to distinguish 
between “liberty” and “freedom”. Choice between those words is usually 
just a matter of style.) Democracy is often conceived of not merely as a 
particular method of choosing, replacing, and influencing government 
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officials but as also embracing all sorts of good things, some in tension with 
others, like liberty, equality, fraternity, rights, majority rule, general welfare, 
and easy social relations among people of different backgrounds and 
classes. True, definitions of words are not naturally graven in stone, of 
course; but writers should beware of clouding thought and communication 
by blanketing distinct concepts under a single label.  

An economist may sometimes go astray by what might be interpreted 
as confusing information and knowledge, as Wittman apparently did. His 
error was worse than merely a poor choice of words. In such a case the 
remedy is to point out the specific error. Beyond this, I agree with Karl 
Popper that brooding over words out of context—brooding over the essence 
of what a word stands for–is an activity ranging from futile to depraved. 
“[T]he quest for precision, in words or concepts or meanings, is a wild 
goose chase” (Popper 1982, 28). 
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THE FIRST SYMPOSIUM QUESTION IS, “IS THERE AN IMPORTANT 
distinction between information and knowledge?” Of course, it depends on 
what is meant by these terms. An advantage (disadvantage?) of formal 
reasoning is that there, that kind of question does not arise. You must first 
define your terms, and then it’s usually easy to tell whether there is or is not 
an important distinction. Some people might say that even informally, the 
question has no substance until you’ve said what you mean. 

One could interpret the question in terms of common usage. Some 
of the Symposium materials (specifically, the quotations from Kenneth 
Boulding’s Beyond Economics and from Paul Weiss) suggest that information 
is the raw material from which knowledge is manufactured; that 
information is purely factual, whereas knowledge is something deeper—
information that has been distilled, digested, internalized, processed or 
somehow transformed into an idea or principle. It’s an interesting thought, 
but doesn’t reflect common usage. You can know perfectly mundane 
things—whether it rained yesterday, or when the train left. 

A distinction in common usage is that information can be 
impersonal, whereas knowledge is personal. It is people who know things; 
knowledge isn’t “out there,” has no existence of its own that is independent 
of people’s minds. On the other hand, information exists outside of 
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people’s minds; it can be gathered, so to speak. You might say to your travel 
agent, “Get me information on flying to New Zealand.” It’s quite possible 
that nobody in the world knows how much it costs to get from Jerusalem 
to Christchurch, but the information is “there,” the travel agent can gather 
it. 

Another distinction in common usage is that “knowledge” has a 
more precise connotation than “information.” For example, a probability 
estimate might be considered information, but it isn’t knowledge. A 
detective might say, I have information on who committed the murder, but 
I don’t know. 

Possibly neither of these distinctions is very important to economics. 
There is an important distinction in scientific usage: Information can be 

measured, knowledge cannot. For example, the minimal number of bits 
needed to transmit some piece of information can be taken as a measure of 
the “amount” of information being transmitted. This is closely related to 
the idea of entropy as a measure of information. Knowledge, on the other 
hand, is a 0–1 affair; you either know something, or you don’t. 

There’s also an important distinction between “knowledge theory” and 
“information theory.” The former refers to partition models of knowledge, 
the syntax of knowledge, common and mutual knowledge, axiomatics, and 
so on. Sometimes this is called “formal epistemology,” and when there are 
several agents, “interactive epistemology.” On the other hand, “information 
theory” deals with information transmission, noisy channels, entropy, and 
so on. Though related, the two are really quite different. Both are highly 
relevant to economics. 

Two important issues that may be relevant to a possible distinction 
are awareness and logical omniscience. These are worth separate treatments. 

 
 
 

AWARENESS 
 
 

In most formal models of knowledge—particularly, those used in 
economics—agents are aware of the possibilities, but do not know which 
obtains. But in real life, an important component of ignorance (the lack of 
knowledge) is ignorance of the possibilities. Columbus, when setting out 
westwards for India, had no idea that there might be another continent 
between Europe and Asia; that possibility did not enter his mind. When we 
do scientific research, we often have no idea what we will find. Indeed, that 
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is the most interesting case; and it is quite different from, say, not knowing 
the time. 

Experimental economists report that subjects in experiments tend to 
overestimate low probabilities; that is, they react to low probabilities as if 
they were higher. A possible explanation is in terms of unforeseen 
circumstances. The subject raises the low “official” probability because he 
instinctively takes unforeseen circumstances into account. Or perhaps not 
instinctively, but from experience; he has seen or heard of too many “safe” 
drugs that caused irreparable harm, “safe” ships that sank, or reputable 
experimenters who lied—or failed to tell the whole truth—to experimental 
subjects. 

The basic difficulty with building a model that explicitly takes 
unforeseen circumstances into account is that usually (though not 
invariably) the agents are taken to know the model, so the unforeseen 
circumstances become foreseen. Though there has been work that addresses 
the problem of awareness, I know of none that has “caught on,” that is 
truly satisfactory. 

One could perhaps distinguish between “knowledge” and 
“information” by associating knowledge with the traditional concept—
where agents are aware of all the possibilities, but do not know which 
obtains—and associating information with the more amorphous situation, 
where agents are not even aware of the possibilities. That is, one might 
perhaps say that one seeks “knowledge” about the time or the weather, and 
“information” about the results of some future exploration or scientific 
research. 

 
 
 

LOGICAL OMNISCIENCE AND  
THE COST OF CALCULATION 

 
 

A fundamental axiom of knowledge theory is that if you know p and 
you know that p implies q, then you know q. That sounds perfectly harmless 
and even obvious. But it entails logical omniscience: that agents know 
everything that follows logically from anything that they know. It follows 
that they know all logical tautologies, and in particular, all theorems of 
mathematics. For example, that Fermat’s “last theorem,” which was proved 
only in the 1990’s after remaining open for 350 years, was always known to 
all mathematicians (indeed to everyone)—a patently absurd proposition. 
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This matter is of great economic importance. A significant 
shortcoming of economic theory is that it fails to take the cost of 
calculation into account. Under logical omniscience, all results of all 
calculations are already known to all agents, so calculations are in effect 
cost-free. 

In real life, obviously, computations are costly. Computation—in 
particular, cost calculating—is important to almost any economic activity. 
But there is a fundamental economic difficulty with the matter of cost 
calculation. Namely, in order to know how much to calculate—when doing 
an optimization, say—one must know beforehand how much this will cost. 
But this in itself involves a calculation, indeed one that is likely to be more 
complex than the optimization itself. One is thus led to an infinite regress 
of ever more complex calculations, from which there seems to be no 
escape. This is a very serious problem, of great economic importance, for 
which there exists no solution that is even remotely satisfactory. 

Again, one could perhaps distinguish between “knowledge” and 
“information” by associating knowledge with the traditional concept—
where logical omniscience does obtain—and information with the more 
amorphous situation, where logical omniscience is not assumed. That is, 
one might perhaps say that one seeks “knowledge” about the time or the 
weather, and “information” about some cost calculation. 

Both this and the awareness distinction are in the spirit of what was 
said in the first section—that information is less precise, more amorphous, 
than knowledge. 

 
 
 

COMMON KNOWLEDGE OF THE MODEL 
 
 

Having responded to the first Symposium question, we skip to the 
last: “What other thoughts do you have on knowledge and information in 
economics?” 

Recall that a proposition is commonly known if all concerned (the 
“players”) know it, all know that all know it, all know that, all know that, 
and so on ad infinitum. In the “Game Theory” entry in the New Palgrave 
Dictionary of Economics, we wrote as follows: “The common knowledge 
assumption underlies all of game theory and much of economic theory. 
Whatever be the model under discussion, whether complete or incomplete 
information, consistent or inconsistent, repeated or one-shot, cooperative 
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or noncooperative, the model itself must be assumed common knowledge; 
otherwise the model is insufficiently specified, and the analysis incoherent” 
(Aumann 1987, 473). 

Today, eighteen years later, this formulation no longer seems 
appropriate; in a sense, it is even incorrect. For example, to get Nash 
equilibrium in a game G, one need assume common knowledge neither of 
the game nor of the players’ rationality (Aumann and Brandenburger 1995). 
It is important that G indeed be the game, and that the players indeed be 
rational; but common knowledge of these items is not needed. 

In another sense, though, it is correct, but unnecessary. What we 
were saying in 1987 is that in addition to explicit assumptions like zero-sum, 
complete information, one-shot, or whatever, it is also implicitly assumed 
that the “model” is commonly known by the players; and that this 
assumption—the “common knowledge assumption”—is outside the model, 
and cannot be, or is not, stated within the model itself. We now understand 
that it is not an assumption at all, but a truism, a tautology, a “theorem;” it 
follows from more fundamental considerations. 

To understand why, we must delve a little into interactive epistemology, 
which provides tools for analyzing what the players know—about the world 
and about each other’s knowledge. There are two parallel formalisms, the 
semantic and the syntactic. As a practical matter, the semantic formalism is 
simpler to use, so has become standard in economic applications—in spite 
of being conceptually roundabout and a little difficult to fathom at first. It 
consists of a set of possible states of the world (or simply states), and for each 
player, a partition of the states into information sets, which tells us what that 
player knows at each state.1 No doubt, some readers are familiar with this 
formalism; for the others, it is not necessary, nor would it be useful, to 
describe it further here. 

The syntactic formalism, on the other hand, is conceptually entirely 
straightforward, but in practice a little awkward. It is simply a formal 
language, which incorporates the basic propositions under discussion (like 
“Yesterday it snowed in Jerusalem”), logical connectives (“and”, “or”, 
“not”, “implies”), and a way of saying “Ann knows that . . . ,” Ann being a 
generic player. Fewer of our readers will be familiar with this formalism; but 
again, it is neither necessary nor useful to describe it further here. 

On the face of it, there seems to be a fundamental conceptual 
difference between the two formalisms. The syntactic formalism is simply a 

                                                                                        
1 Explicitly, two states are in different information sets of a given player if and only if in one 
state, the player knows that the true state is not the other. 
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language; it has no substantive content, does not say anything about the real 
world. It does not say that it snowed yesterday in Jerusalem, or that Ann 
knows that it did. It just provides a way of saying these things, if we want to 
say them. 

But the semantic formalism does seem to have substantive content. 
Namely, that it is commonly known among the players that the states in the 
formalism are the only possible ones, and that the knowledge partitions 
really do describe the players’ knowledge. In particular, each player is 
assumed to know the knowledge partitions of all the others. At the least, this 
appears to be substantive; and indeed, it isn’t clear what justifies it. 

There is another, related difference between the two formalisms. 
Given the players and the basic propositions, the syntactic formalism is 
canonic; there is only one syntax. But the semantic formalism is not; it is 
possible to construct the states and the information partitions in many 
essentially different ways. 

But in fact, the semantic formalism has no substance, either; it, too, is 
just a language. It is, in fact, entirely equivalent to the syntactic formalism. 
To see this, we construct the states explicitly in terms of the syntactic 
formalism. Conceptually, a “state” is simply a complete specification of all 
(relevant) aspects of the world. Thus in each given state, every proposition is 
either definitely true or definitely false. So we may think of a state simply as 
a list of propositions, which contains, for each proposition, either that 
proposition or its negation. In addition, we must require that the list be 
logically consistent, i.e., that each list contain the logical consequences of 
the propositions in that list. Call such lists complete and coherent. 

Thus we may think of a state simply as a complete coherent list of 
propositions. There are, of course, infinitely many such states; but the 
syntactic formalism is perfectly explicit and transparent, so we have a good 
understanding of how a state looks, and indeed of how the whole 
“universe”—the set of all states—looks. 

So much for the states. How about the information partitions? 
Where do they come from? Why are they known to all the players, indeed 
commonly known? 

Well, it turns out that the information partitions are implicit in—can 
be read off from—the states. Two states are in different information sets of 
Ann if and only if she knows, in one state, that the other is not the true 
state. That is, there must be something that Ann knows in one state, that 
she does not know in the other; formally, a proposition p, such that the 
proposition “Ann knows p” is in the list describing one state, and not in the 
list describing the other. 
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So the semantic formalism is just a different way of writing the 
syntactic formalism. The two are entirely equivalent, and neither has any 
substantive content. Both are just languages; they make no assertions—
embody no assumptions—about the real world.2

The semantic formalism just constructed is called the universal 
formalism. Clearly it’s canonic, since it was constructed in a canonical way 
from the syntactic formalism. Though there also are other semantic 
formalisms, they’re all naturally embedded in the universal formalism; the 
universal semantic formalism encompasses everything of epistemic interest. 

So, coming back to the “assumption” of common knowledge of the 
model: There is nothing substantive there. The “model” may be taken to be 
simply the universal formalism; as we have seen, this is equivalent to the 
syntactic formalism, which has no substance—is just a language. 

It is of course possible to assume that various substantive items—
zero-sum, complete information, the payoffs, the players’ rationality, 
whatever—are in fact common knowledge. But such assumptions can and 
should be made explicitly, within the model. Unlike what we thought in 
1987, assumptions that are implicit—“outside the model”—are never 
needed. 

 
 
 

COMMENTS ON THE SYMPOSIUM MATERIALS 
 
 

Binmore 
 

In the symposium materials, Ken Binmore writes, “Game theorists 
usually assume that the rules of the game and the preferences of the players 
are common knowledge. In analyzing a game, they typically need also to 
assume that the fact that all the players subscribe to appropriate rationality 
principles is also common knowledge, although they are seldom explicit on 
this point.” We respectfully disagree. 

(1) Ever since the ground-breaking work of Harsanyi (1967, 1968) on 
games of incomplete information, game theorists have not assumed that 
“the rules of the game and the preferences of the players are common 

                                                                                        
2 Other than underlying assumptions like awareness (of the basic propositions) and logical 
omniscience. 
 

ECON JOURNAL WATCH                                                                                                             94 



INFORMATION AND KNOWLEDGE 

knowledge.” To be sure, sometimes one does assume this; but for close to 
forty years, it has not been a part of the game-theoretic canon. Ken surely 
knows this; it’s possible that the quote is out of context. Anyway, we 
thought it important to set the record straight. 

(2) The second sentence is also inaccurate. As pointed out at the 
beginning of the previous section, “typically”—for Nash equilibrium, say—
one must assume that the players indeed “subscribe to appropriate 
rationality principles,” but not that this is common knowledge. 

 
 

Friedman 
 

Jim Friedman writes, “Usually, . . . games of complete information 
are characterized by each player knowing the entire structure of payoffs of 
the game, by each player knowing that all players possess this information, 
and by all players knowing that all players have this information. There is . . . 
an important conceptual distinction . . . between (a) a complete information 
game in which complete information is common knowledge and (b) a 
complete information game in which each player does not actually know 
whether the other players also have complete information.” Again, we 
respectfully disagree. The first sentence describes second order mutual 
knowledge of the information in question, whereas what is needed is common 
knowledge. Therefore, the second sentence is also inaccurate. In a complete 
information game, complete information is commonly known, so option 
(b) is impossible; this follows from the general theorem that when 
something is commonly known, then it is commonly known that it is 
commonly known. 

 
 

Rasmusen 
 

Eric Rasmusen writes: “For clarity, models are set up so that 
information partitions are common knowledge. Every player knows how 
precise the other players’ information is, however ignorant he himself may 
be . . . . Making the information partitions common knowledge is important 
for clear modeling . . . .” Here, we do not disagree, but the thrust seems 
misplaced. As explained in the previous section, it is tautological that the 
partitions are common knowledge. 
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THE ENGLISH LANGUAGE DIMLY RECOGNIZES THAT KNOWING 

something is not the same as believing it sure to be true. Ptolemy believed it 
sure that the sun revolved around the earth, but we would not say that he 
knew the sun revolved around the earth. Philosophers  commonly claim  
that the difference lies in the fact that knowledge should be regarded as 
justified true belief, but such an attempt at a definition has had little 
influence in rational choice theory, presumably because the question of 
what should count as a justifying argument is left hanging in the air. 

In this brief essay, I want to argue that there are different reasons 
why in rational choice theory it may sometimes be worthwhile to 
distinguish between knowledge and belief-with-probability-one. I suggest 
employing the latter for situations in which the model within which an 
event is believed to obtain with a subjective probability of one is best 
regarded as the limit of a sequence of models in which the event in question 
is believed to obtain with a subjective probability less than one. An example 
may help to explain my reasons for making this suggestion. 

Alice is a perfectly rational decision-maker who values her own 
safety. She therefore won't step in front of a car when crossing the road. I 
am so sure of my facts that I attribute probability one to this assertion. But 
what was my reasoning process in coming to this conclusion? I have to 
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contemplate Alice comparing the consequences of stepping in front of a car 
with staying on the kerb. But how can Alice or I evaluate the implications 
of the former event, which we know is impossible?  In mathematical logic, 
anything whatever can be deduced from a contradiction.   

The answer is that the material implication of mathematical logic is 
the wrong reasoning tool in such situations. We have to appeal instead to 
what philosophers call a subjunctive conditional when faced with the need to 
evaluate counterfactuals. Since counterfactuals are counter to the facts of 
our world, they are impossible in our world. Reasoning with them therefore 
requires postulating another world in which they are possible. For example, 
Alice will not step in front of a car in this world, but she can imagine 
another possible world in which a momentary lapse of attention results in 
her making this mistake. The consequences of her stepping in front of a car 
in this possible world of mistakes are so bad that she exercises great care 
not to make any mistake in the actual world, thereby confirming our 
hypothesis that she does not make that mistake. 

 
 
 

INTERPRETING COUNTERFACTUALS 
 
 
But what possible world should we use when interpreting a 

subjunctive conditional? The standard reference in philosophy is Lewis's 
(1976) Counterfactuals, but more practical advice is offered by Selten and 
Leopold (1982). They suggest expanding whatever model we are using to 
represent the actual world by introducing new factors that make events that 
are impossible in the old model become merely improbable in the new 
model. One can then interpret a statement that conditions on a 
counterfactual event in the original world as the limiting case when the 
probability of the corresponding event in the expanded world is allowed to 
become vanishingly small.  

In giving similar advice for conditioning on zero-probability events, 
Kolmogorov (1950) gives examples to show that we can be led to different 
answers by expanding our model in different ways. For this reason, it is vital 
to be aware of the context in which counterfactuals are introduced, because 
there is nowhere but the context to look when deciding what expansion of 
the basic model is appropriate (Schelling 1960: 53-118). To say that Alice 
believes something with probability one invites us to recognize that things 
might have been different in some other possible world—and therefore that 
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the context within which we chose our current model of the actual world 
may well be relevant. 

Saying that Alice knows something may then be reserved for events 
that will be kept constant in all the possible worlds invoked in interpreting 
relevant counterfactuals. 

The relevance of these considerations to rational choice theory is 
highlighted by Aumann's (1995) claim that common knowledge of 
rationality implies that play in a finite game of perfect information must lie 
on the path to which one is led by applying the principle of backward 
induction.  

A rational player stays on the equilibrium path in a game because of 
what would happen if he were to deviate. We cannot therefore understand 
what rationality is without interpreting a subjunctive conditional in which the 
conditioning event is counterfactual. How we interpret the counterfactual 
depends on the context. For example, if the expanded world we introduce 
to interpret the counterfactual involves mistakes, we may ask whether the 
mistakes are `typos' or `thinkos'.  If the former, a mistake made early in the 
game can be dismissed as a transient phenomenon without relevance for 
the player's future play. If the latter, then mistakes are likely to be 
correlated, with the result that the arguments offered in favor of backward 
induction cease to apply (Binmore 1987, Fudenberg and Levine 1993).  

 
 
 

CHAIN-STORE PARADOX 
 
 

The following simplification of Selten's Chain-Store paradox may 
clarify this point. Alice's chain of stores operates in two towns. If Bob sets 
up a store in the first town, Alice can acquiesce, or fight a price war. If he 
later sets up another store in the second town, she can again acquiesce or 
fight. If Bob chooses to stay out of the first town, we simplify by assuming 
that he necessarily stays out of the second town. Similarly, if Alice 
acquiesces in the first town, we assume that Bob necessarily enters the 
second town, and Alice again acquiesces. The doubled lines in Figure 1(a) 
show that backward induction leads to the play [ ia ], in which Bob enters 
and Alice acquiesces. The same result is obtained by successively deleting 
(weakly) dominated strategies in Figure 1(b).  
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Figure 1: A simplified Chain Store 
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Suppose Alice reads an authoritative book on game theory which  

says that  the play [ ia ] is rational. Alice will then arrive at her first move 
with her belief that Bob is rational intact. To check that the book's advice to 
acquiesce is sound, she needs to predict what Bob would do at his second 
move in the event that she fights. But the book says that fighting is 
irrational. Bob would therefore need to interpret a counterfactual at his 
second move: If a rational Alice behaves irrationally at her first move, what 
would she do at her second move?  

There are two possible answers to this question: At her second move, 
Alice might acquiesce or she might fight. If she would acquiesce, then it 
would be optimal for Bob to enter at his second move, and so Alice should 
acquiesce at her first move. In this case, the book's advice is sound. But if 
Alice would fight at her second move, then it would be optimal for Bob to 
stay out at his second move, and so Alice should fight at her first move. In 
this case, the book's advice is unsound. 

What possible worlds might generate these two cases? In any such 
world, we must give up the hypothesis that the players are superhumanly 
rational. They must be worlds in which players sometimes make mistakes. 
The simplest such world arises when the mistakes are transient errors—like 
typos—that have no implications for mistakes that might be made in the 
future. In such a world, Bob still predicts that Alice will behave rationally at 
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her second move, even though she behaved irrationally at her first move. If 
the counterfactuals that arise in games are always interpreted in terms of 
this world, then backward induction is always rational.  

Perhaps the errors that a superhuman player would make are like 
typos, but when we apply game theory to real problems, we aren't especially 
interested in the errors that a superhuman player might make. We are 
interested in the errors that real people make when trying to cope 
intelligently with complex problems. Their mistakes are much more likely to 
be thinkos than typos. Such errors do have implications for the future. In 
the Chain Store Game, the fact that Alice irrationally fought at her first 
move may signal that she would also irrationally fight at her second move.1  
And if Bob's counterfactual is interpreted in terms of such a possible world, 
then the backward induction argument collapses. 

To illustrate this last point, we return to the Chain Store Game of 
Figure 1 to see how the Nash equilibrium (fa, oi), though weakly dominated 
and not subgame perfect, might not be eliminated when we go to the limit. 

 
Figure 2: Correlated trembles in the Chain Store Game.  With probability  
є > 0, the Chance move of Figure 2(a) replaces Alice with a robot that 

always fights. Figure 2(b) shows the strategic form of the game. 
 

Bob 
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1 Selten repeated the game a hundred times to make this the most plausible explanation after 
Alice has fought many entrants in the past. 
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The simple trick is to expand the Chain Store Game by adding a new 

Chance move as in Figure 2(a). This Chance move occasionally replaces 
Alice with a robot player, who always fights no matter what.2  The strategic 
form of Figure 2(b) shows that (fa, oi) is always a Nash equilibrium of the 
expanded game, and hence survives when we take the limit as є → 0. 

 
 
 

COMMON KNOWLEDGE OF RATIONALITY? 
 
 

I think the chain-store paradox and other examples show that the 
claim made by Aumann (1995, 1996) and others that common knowledge 
of rationality implies that play will necessarily follow the backward-
induction path cannot be right. The mistake is not in the proof of his 
theorem, but in an attempt to define rationality without saying anything 
about how the counterfactuals inherent in making sense of the idea are to 
be interpreted (Binmore 1997, 1996)).  In brief, if a rational player were to 
make an irrational move, what would a player “with common knowledge of 
rationality” be entitled to deduce? If we analysts were in the habit of saying 
that the players in a game have a common belief that they are all rational—
instead of common knowledge—we would then be forced to commit 
ourselves to an expanded world in which different types of players might be 
more or less clever when deciding how to play.  In saying what was rational 
in the ideal world achieved by going to an appropriate limit, one would then 
be forced to say simultaneously what the subjective probability distribution 
over different possible irrational types would be in the counterfactual event 
that a player in our ideal world made an irrational move.   

 
 
 
 
 
 
 

                                                                                        
2 For an expanded game in which all information sets are always visited with positive 
probability, further trembles must be added. This is why we look at (fa, oi) instead of (ff, oo), 
which would be eliminated if we added extra trembles in the natural way. 
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Ground-rents, and the ordinary rent of land, are, therefore, perhaps, the species of revenue which 
can best bear to have a peculiar tax imposed upon them.  . . .  The annual produce of the land 
and labour of the society, the real wealth and revenue of the great body of the people, might be the 
same after such a tax as before.  . . .  [A tax of this kind would be] much more proper to be 
established as a perpetual and unalterable regulation, or as what is called a fundamental law of 
the commonwealth, than any tax which was always to be levied according to a certain valuation. 

─Adam Smith ([1776], 844, 834) 
 
In my opinion, the least bad tax is the property tax on the unimproved value of land, the Henry 
George argument of many, many years ago. 

─Milton Friedman (1978, 14) 

 

MOST OF THE LITERATURE ON TAXATION, IN TEXTBOOKS AND 
articles, is confined to studying existing forms of taxes, namely income, 
payroll, sales, excise, tariff, value-added, estate and property taxes. 

Consider the article by David Altig et al in the American Economic 
Review (2001) entitled "Simulating Fundamental Tax Reform in the United 
States." The authors examine "fundamental alternatives" to the U.S. federal 
income tax. "Fundamental", they explain, means "the simplification and 
integration of the tax code by eliminating tax preferences and taxing all 
sources of capital income at the same rate" (574). It is important to analyze 
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GEO-RENT 

such reforms, but the reforms simulated are not what I would call 
fundamental. They are only a restructuring of the existing income-tax code. 

Here, I plead for more attention to truly fundamental reform. The 
idea is to tax the market value of land, exclusive of the value of 
improvements. 

Some people might think that the ideas explored here are just a "pet 
topic" or "hobby horse," but I proclaim otherwise. These ideas are directly 
and importantly relevant to many aspects of public economics. The 
principles are empirically pervasive and compelling; they are testable and 
abundantly demonstrated in historical and cross-sectional studies. Finally, 
these lines of thinking carry certain lessons and policy implications that can 
be pursued incrementally and approached by practical politics and gradual 
reform. There is nothing impractical or "utopian" about the points I wish to 
see integrated into public economics. Whether they will ever be politically 
possible is a separate question, the answer to which is a function of our 
intellectual enterprise. 

The large middle part of this article treats a series of mainstream 
topics. I develop that series of topics to show that mainstream literature has 
a way of dancing around the idea of taxing land value. But first the basic 
ideas call for clarification. 

 
 

 
LAND AND ITS UNIQUENESS 

 
 
“Land” includes all earthly space, not just solid surfaces. Land 

includes water areas and the electro-magnetic spectrum, but the most 
important potential source of public revenue from land is real estate sites.  

The characteristics of land are well known. Land has a fixed supply. 
The space within some boundary can be neither expanded nor contracted. 
Land is fixed not only in extent but also in mobility, unlike people, who can 
migrate, or capital goods, which are more or less mobile. Land cannot be 
imported. Even in the case of buildings and other permanent structures, 
they differ from land in that they are created by human enterprise, and in 
that their creators decide where the structure will be located. Finally, land is 
not something to be discovered. Once people figured out that the earth was 
a sphere, and its approximate size, they knew that the land was “out there.” 
Entrepreneurship is vital in discovering the best routes to land areas, it is 
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vital in discovering the potential value of those areas, but it is not vital in 
discovering that the land is out there. That was known all along. 

 
 
 

GEO-RENT 
 
 

The term “rent” is most generally defined as a payment for the use of 
any resource (Alchian 1991). “Land rent” could refer either to the actual 
amount paid by tenants or to the potential or economic rent. My analysis 
here is based on an assessment or estimate of what the plot-devoid-of-
improvements would rent for in a market or auction. This has been called 
"ground rent" or “economic land rent,” but those names and others are 
easily misunderstood. To ensure against the hazard of reasonable but 
erroneous inference, I propose an exotic label, geo-rent. “Geo” in Latin 
means earth or ground, and it also suggests George, as in Henry George. 

A site’s geo-rent is not based on the particular activity at that site. 
The geo-rent of a site containing lavish buildings and gardens equals what 
the geo-rent would be if, for some strange reason, those improvements 
suddenly disintegrated. A fully developed site has about the same geo-rent 
(per acre) as an adjacent vacant lot.   

Suppose I own a 50-acre site that is pristine, unimproved. That site 
would rent for $100,000. Hence, the geo-rent is $100,000. The next year I 
build a large beautiful and successful shopping center on the site. My geo-
rent is still only $100,000 (assuming the amount for which my site 
unimproved would rent has not changed). However, if my shopping center 
makes neighboring land more valuable, it does increase my neighbor’s geo-
rent. 

The interrelation between one landowner’s improvements and his 
neighbor’s geo-rent is an interesting matter. Another interesting matter is a 
landowner’s contribution to improvements on neighboring lands, such as 
sponsoring a new road. If the new road would increase his geo-rent tax bill, 
geo-rent taxation, it would seem, would reduce his incentive to sponsor 
such an improvement.1 But here I leave these tangents aside, with the 
summary judgment that I do not think that such issues do much, if 
anything, to weaken the case for tapping geo-rent. 

                                                                                        
1 The effect on geo-rent would be smaller if the road is a toll-road, because then more of the 
value added is internalized, i.e., capture by the road owners. 
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ASSESSING GEO-RENT IS EASY COMPARED TO ASSESSING  
SALES, INCOME, OR PROFITS 

 
 
I concede that geo-rent is a hypothetical. Geo-rent is based on two 

fictions.  The first is that the site is devoid of improvements. The second is 
that it is being rented out. One occasionally hears criticisms of geo-rent 
taxation like this from the textbook by McConnell and Brue (2005, 300): 
“[I]n practice it would be difficult to determine how much of any specific 
income payment actually amounted to [geo-rent].” 

Yet, professional real estate appraisers routinely separate a site’s 
ground value and the improvement’s value. This separation is typically 
required for fire insurance. Banks for mortgages also commonly require it. 
These parties estimate site value as a residual after the replacement cost of 
buildings, adjusted for depreciation. This process is combined with 
computerized contour mapping of site value per square meter, based on 
actual land-sale and lease data. The computerized mapping works to 
smooth out the assessments, and can be done to emphasize long-term 
trends rather than year-by-year fluctuations in land values (as is done today 
with the assessment of property-tax). Adam Smith (1776) advocates geo-
rent taxation (832-844) and explains that separating out the value of 
improvements is not that big a deal (833, 844).2

Of course this is inexact.  Of course there will be judgment calls by 
assessors, as well as some politicking in the details. But serious economics is 
comparative. All tax rules will involve inexactness, judgment calls, and 
politicking. Let’s ask honestly how serious these problems are compared to 
other forms of taxation.   

Sales, incomes, profits, imports, and estates are easily hidden. 
Deductions, cost accounting, and expenses are devilishly particularistic, 
involving whatever human activities the taxed party says are involved in 
generating sales, income, or profits. Documentation is a tangle of complex 
record keeping, and is very difficult to make accountable. Documentation is 
easily fabricated. Enforcement is intrusive and encroaches on civil liberties. 
The dimensions of earning sales, income, etc. are myriad, and all call for 
particularistic tax rules, each highly subject to arbitrariness and politicking 
because of the particularism. 

                                                                                        
2 George carefully rationalized the single tax in terms of Adam Smith's "canons of taxation."  
On the affinity between Smith and George, see Petrella (1984). 
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By contrast, it is impossible to hide land. It is impossible to shrink, 
move or disguise land. Moreover, the dimensions of valuing ground space 
are relatively few. The government can set general rules that apply 
universally. In contrast to income-tax records which are for good reasons 
kept from public view, the site-value assessments for geo-rent would be a 
public record, as in fact real-estate assessments are today. In principle, 
absolutely no record keeping is required, apart from title to the land. 
Compared to taxing income, sales, estates, etc., taxing geo-rent is objective, 
transparent, and non-intrusive. These virtues were emphasized by Adam 
Smith (1776, 848). 

Those who allege a relative difficulty in separating the value of land 
from the value of improvements lose sight of the main policy issue. The 
relative efficiency of tapping geo-rent is that doing so imposes no marginal 
cost on additional income, sales, or personal property. Condominiums 
assign to each unit a fixed percentage interest in the association, which is 
also its percentage of the assessments. This percentage interest is often 
based on the site value of the unit relative to the other units, i.e. its location 
and size, irrespective of any personal property inside the unit, let alone the 
owners’ income or spending. 

Thousands of condominium associations are thus accomplishing 
what some claim is impractical. They tap the site value of a unit without 
reducing extra income or burdening extra spending or possessions. 
Residential associations, hotels, and other private communities do likewise 
with their rental charges and assessments. Some private communities such 
as shopping centers do practice modern sharecropping, basing some of 
their charges on the gross revenue of the tenant shops as a way of sharing 
risks, but this is not an essential feature of private-community financing. 

 
 
 

GRADUAL REFORM: 20 YEARS TO 75 PERCENT 
 
 
A shift to public finance from geo-rent would be politically difficult, 

which may help explain why it has not been done. The political difficulty, 
however, exists despite the fact that most homeowners, being also wage 
earners, would have a net gain if other taxes, including the property tax on 
improvements, were simultaneously abolished. But some current 
landowners, especially of urban commercial real estate, would have a net 
loss, unless we build in some kind of “compensation.” Economists are 
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accustomed to saying that a tough transition—plant-closings, declining 
industries, retooling and retraining—should not deter the long-term good. 
The same should apply here.  

I suggest the following transition to geo-rent taxation, if only to serve 
as a conceptual model: 

 
Time 0:    The new regime is enacted into law. 
 
Years 1 through 10:  The landowner continues to pay the roughly 25 

percent of the geo-rent now implicit in his current property taxes. (If the 
property tax is 2 percent of land value and the capitalization rate (real 
interest rate) is 6 percent, that works out to about 25 percent of geo-rent, 
which is an annualized dimension.) 

 
Year 11:   He pays 30 percent. 
Year 12:   He pays 35 percent. 
Year 13:   He pays 40 percent. 
Year 14:   He pays 45 percent. 
Year 15:   He pays 50 percent. 
Year 16:   He pays 55 percent. 
Year 17:   He pays 60 percent. 
Year 18:   He pays 65 percent. 
Year 19:   He pays 70 percent. 
Year 20:   He pays 75 percent. 
Thereafter:  He pays 75 percent. 
 
 
Here are a number of points that help to flesh out the scheme: 
 
• The scheme applies also to government-owned land. The 
associated government agency, such as the Bureau of Land 
Management or the United States Postal Service, would pay geo-rent 
for the land it owns. This will improve government cost accounting 
and policy decisions. 
 
• To which level of government are geo-rent taxes paid? This is an 
important question, but I wish to sidestep it here. For present 
purposes, one may imagine a system in which, like property taxes 
today, geo-rent taxes would be collected at the level of county 
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government. When such taxes are sufficiently large, they would flow 
both down to the city governments and up to the state and national 
governments. 
 
• The other side of the scheme, not detailed here, is the untaxing of 
buildings, sales, income, etc. Thus, the scheme involves an enormous 
confiscation of land-wealth and an enormous de-confiscation of other 
kinds of wealth.   
 
A reform like that suggested here would, of course, require a 

movement and public debate taking years, if not decades. Once enacted, 
during the first 10 years, the landowners pay no more in geo-rent than they 
are accustomed to paying. All this lead-up time will give people time to 
figure out what geo-rent taxation means, and to work out in markets the 
present values of land, in anticipation of the coming increases in levies. 

 
 
 

NO EXCESS BURDEN 
 
 
The writings of the Physiocrats, Adam Smith, David Ricardo, James 

Mill, John Stuart Mill, Henry George, Leon Walras, and Knut Wicksell, 
among many other economists, well recognize that the taxation of site 
values, as an inelastic factor, has no excess burden, no deadweight loss. 
Geo-rent merely gets transferred to government. The burden is borne by 
the owner in not keeping that portion of the geo-rent. The tax is not passed 
on to tenants, since a higher rental charge reduces the quantity of rental 
space demanded, while not reducing the fixed space supplied, and thus 
creates vacancies which induce landlords to keep the rent at the previous 
level to avoid losses. There is no excess burden on the economy other than 
the ordinary costs of tax administration (which, as noted, would be 
particularly low for this type of tax). 

The financial burden is only on the owners who are current at the 
time the geo-rent tax is increased. What is not so well recognized in public 
finance is that, after the transition to geo-rent taxation, there is no burden 
on any new site owner. The price of land is capitalized down in proportion 
to the tax rate, so the payment of the tax is offset by the lower price of land. 
However, if we may neglect the consequences on the dependents and heirs 
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of the current landowners, after the transitional generation, no one suffers a 
burden. 

The impact on the current landowners raises issues of 
“compensation.” While advocates of tapping geo-rent for public revenue 
argue that it is equitable, because it pays back geo-rent generated by 
government’s civic works, critics argue that the transition would not be 
equitable, because the financial burden would be concentrated on 
landowners. Robert Solow (1998, 278) states that while taxing geo-rent 
would be good for a new country, “Expropriating land values today would 
have no semblance of fairness.” He adds, however, that if the transition is 
gradual or if there is compensation, then “the complaint of iniquity may 
lose validity.”   

An immediate tax shift to geo-rent, with other taxes reduced or 
abolished, could be compensated with special bonds whose face-value 
interest payments would decrease over time, with an effect similar to the 
gradual increase in the geo-rent tax rate suggested above. But compensation 
is a side issue. I say we try to sell the reform to the current landowners on 
its merits, just as we would argue for a reduction in trade barriers, as a 
worthy sacrifice, and offer our gratitude for their political cooperation. (I 
say this as the owner of a prime plot in Berkeley, California!) 

 
 
 

MAINSTREAM LITERATURE: READ BETWEEN THE LINES 
 
 
Mainstream microeconomic and public finance textbooks almost 

never bring the idea of geo-rent taxation into the sunlight. The respected 
journals, too, give very little attention to these ideas. The principles behind 
the idea of geo-rent taxation make sense, however. Indeed, those very same 
textbooks and journal articles establish many of the principles that sustain 
the idea. But the principles are scattered throughout the literature. The 
literature is compartmentalized in such a fashion that prevents students 
from seeing how the principles form a powerful idea. In this sense, geo-rent 
lurks between the lines of the public-economics literature.   

Here I highlight eight mainstream topics where geo-rent principles 
surface: (a) “producer surplus,” (b) deadweight loss analysis, (c) the Henry 
George Theorem, (d) capitalization, (e) public goods, (f) externalities, (g) 
club-good models, and  (h) the Tiebout model. 
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Producer Surplus 

 
Every microeconomics textbook shows the “producer surplus” as the 

area between the supply curve and the price. But no textbook that I have 
seen, with the exception of David Friedman (1996), has thought to ask who 
receives the surplus. If the industry is perfectly competitive, firms being 
price takers, there is no economic profit, yet the surplus is a return beyond 
costs. The surplus does not go to the owners of the firms, but, as Friedman 
states, flows through to the input factor owners. Going beyond Friedman, it 
should be clear that if markets for labor and capital goods, too, are perfectly 
competitive, they too have no super-normal returns, so the only other place 
the surplus can go to is to geo-rent. In a fully perfectly competitive model, 
“producer surplus” does not go to producers at all; it is a payment to 
landowners who have never produced a thing. It is really the non-producer 
surplus.   

 
 

Deadweight Loss Analysis 
 
Microeconomics textbooks explain the deadweight loss from 

taxation. They explain how the loss is lower with a more inelastic supply 
and demand. Professors have given thousands of classroom lectures 
showing that if the supply curve were perfectly vertical, there would be no 
deadweight loss. But they usually end the discussion by saying, “and so it is 
good to try to put such taxation on goods that exhibit relative inelasticity in 
supply or demand.” Some textbooks go on to say that, because the supply 
of land is fixed, the taxation of land rent has no excess burden. A few 
books point out that Henry George proposed such taxation. None that I 
have seen point out that Adam Smith and John Stuart Mill did, too.   

Tideman et al (2002, 17) “estimate that the net gain (measured in real 
dollars of 2000), from shifting as much taxation to land as could be 
financed by collecting 90% of the land rent, would be $1308 billion or 14% 
of NDP in 2002 and $4,799 billion or 26.6% of NDP in 2042.” Even if 
only a fraction of government revenue shifted from the types of taxes we 
know today to a geo-rent tax, the efficiency gains could be really substantial. 

The elasticity insight remains compartmentalized. In public finance 
textbooks, when the discussion turns to tax policies, the insight is rather 
neglected, and the idea of taxing land value is usually nowhere to be found. 
It is as though there were some medicine available that we know cures 
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cancer, yet nobody takes it and no doctor prescribes it. Economists who 
study irrational behavior should take note. 

 
 

The Henry George Theorem 
 

Textbooks in public finance and urban economics sometimes contain 
a topic known as the “Henry George Theorem.” It states that the public 
revenue that provides for the collective goods of an optimally-sized 
community equals the land rent of that community. As presented in 
Atkinson and Stiglitz (1987, 523-5), the representative agent’s utility 
function is U(G,X), where G is a collective and X a private good.  Output Y 
is a function of N workers: 

 
Y = f(N) = XN + G. 
X = {f(N)-G} / N 
The wage is the marginal product of labor: 
∂f/∂N = X   
Therefore, 
∂f/∂N = {(f(N)-G)/N}  
G = f(N) - Nf’(N)   
With land and labor the ultimate and original factors of production, 

rent (R) is the difference between total product Y and total wages:  
R = f(N) - Nf'(N)  
Therefore, 
R = G. 
 
The Henry George Theorem is so named because it echoes Henry 

George's (1879) single-tax proposal, that not only should land rent be the 
only general tax, but that it will be adequate to finance public goods. The 
theorem is accepted in public finance, but it is not applied. In upper-level 
public-economics textbooks such as Atkinson and Stiglitz (1987), it is 
presented, yet not invoked in policy discussions, and it is ignored in 
scholarly treatments of optimal taxation, tax reform, and public policy. 

Edwin Mills (1998) goes further and constructs a comparative static 
model of a metropolis using a Cobb-Douglas production function with 
three factors, the third being land, which is a refreshing change from the 
usual two-factor analysis that tucks land into capital and then forgets that 
it’s there. One theorem of the model is that a land-value tax has no effect 
on resource allocation. Yet he concludes (47) that despite is theoretical 
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attractiveness a significant taxing of geo-rent would deprive the owners of 
their beneficial uses, and would require compensation, leaving the tax 
“practically almost worthless” (47, 41).   

Thomas Nechyba (1998) also has a model with land, calibrated to 
U.S. parameters. He shows that replacing taxes on capital with taxes on land 
can actually increase land values, despite the downward capitalization 
caused by the tax, because of the greater increase in capital and rent.  
According to the model (196), with an elasticity of substitution between 
capital and land of 0.5, which is within the estimated range, a revenue-
neutral tax shift to land value increases capital goods by 122 percent and 
raises output by 89 percent. 

 
 

Capitalization 
 

The textbooks and mainstream journals recognize the idea of 
capitalization. Indeed, there is a great deal of literature about land prices 
reflecting the schools, infrastructure, and security in the neighborhood.  
But, again, the understanding is often compartmentalized; the insight is 
rarely applied in thinking about efficient forms of taxation and governance. 
Public economists rarely point out how the idea of capitalization favors 
geo-rent taxation: If local government taxes geo-rent, and it uses that 
money to provide infrastructure and security, it further enhances geo-rent, 
thus recouping some of its investment. If local government claims 50 
percent of geo-rent, it has an incentive to enhance geo-rent. It is the half 
residual claimant. The arrangement is healthy, because government’s local 
works directly affect the magnitude of geo-rent. The government’s residual 
claimancy gives it an incentive to produce social benefits. 

This government-as-improver process parallels capitalization as the 
basis for the private provision of collective goods, such as the common 
elements of condominiums financed by the periodic assessment of the 
owners. Private communities and condominiums demonstrate the 
connection between residual claimancy and capitalization. 

Land values in many parts of the United States are very high, and one 
reason is supply-side restrictions. But much of the value reflects the 
capitalization of amenities. Today, government works are financed in large 
part by taxes on labor, profits, sales, and non-land real estate. The owners 
of land receive an implicit subsidy. This implicit subsidy is of great empirical 
importance, yet is not discussed in microeconomics textbooks, and is 
usually ignored in the tax analysis in public finance. 

ECON JOURNAL WATCH                                                                                                           116 



GEO-RENT 

 
 

Public Goods 
 

Public goods are usually defined as both nonrival and nonexcludable. 
The public finance literature often alleges “market failure” for goods such 
as streets, sewers, parks, security, and fire fighting. Once a collective good is 
provided, it is not practical or desirable to exclude persons. For example, 
even if one agrees that people can be excluded from a city park, it would 
not be desirable to have walls and gates to keep out the free riders. 

The “free rider” doctrine, however, tends to treat public goods as 
though they have no location in space and time. Somewhere, out in the 
ether, there is a public good and some users who cannot be made to pay for 
benefits. But the benefits of most real-world public goods fall within an 
ambit that is territorial. Accordingly, those benefits become capitalized into 
the market price of land within that ambit. Those using the civic services 
are included by proximity; it is costly for far-away users to visit a 
neighborhood park. Residents, businesses, and customers willingly pay 
more because they benefit from the territorial goods. Most users therefore 
do make payments that are proportional to such amenities, since they must 
pay to use land.  But the payments are made to the landowner. The market-
failure doctrine for public goods is turned on its head: Users do tend to pay 
in an indirect sense, and government policy creates the free riding of the 
landowners, at the expense of the extraneous taxpayers. Rather than 
correcting any deficiency of markets, policy is iatrogenic, that is, illness caused 
by the doctor. Streets, parks, and security suffer from free riding because 
the doctor made it that way. This insight is rarely found in mainstream 
sources. 

 
 

Externalities 
 

A similar sort of blinkered compartmentalization goes for textbook 
discussions of externalities.  The mainstream literature rarely highlights the 
point that, whether by geo-rent taxation or by private contract, the tapping 
of geo-rent promotes internalization of externalities. If the government 
depends on geo-rent, it has a strong incentive to increase geo-rents, or to 
ameliorate externalities. Public revenue from site values thus is an important 
way to internalize territorial costs and benefits. The failure to tap geo-rent 
exacerbates externalities. Private communities do base their finances on site 
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rentals, and we are less inclined to identify the positives and negatives 
within a private community as “externalities.” Territorial amenities have 
been internalized within property relations and pecuniary effects. 

 
 

Club Models 
 
Although there was previous analysis of excludable collective goods, 

including the model of Tiebout (1956) discussed below, James Buchanan 
(1965) established club theory by adapting the Samuelson public-goods 
model to goods that are excludable and subject to congestion. The model 
determines the optimal size of a club in which the members obtain utility 
from the club good, disutility from crowding, and no utility from 
camaraderie. In the Buchanan model, the cost of the good is divided equally 
among the members.   

The Buchanan model is suitable to something like a swim club. The 
Buchanan model is non-territorial; it does not address location and geo-
rent. Some literature does examine territorial clubs, but many of the models 
and presentations of club theory intended to be general have ignored land, 
even when they seek to be applied to civic goods, making them not only 
incomplete but also inapplicable to real-world municipalities.   

In their textbook The Theory of Externalities, Public Goods, and Club 
Goods , Richard Cornes and Todd Sandler (1986) presented a general theory 
of public goods and club goods with no mention of territory or location. 
The book's index has no entries for land, rent, capitalization, territory, or 
location. Only on the last page of the book (275), they wrote, “Another 
suggested research direction concerns the inclusion of a spatial dimension 
to club analysis.” They added, “More work on spatial clubs appears 
warranted, since no general analysis of spatial clubs exist” (italics in the 
original). By 1986, the public-goods literature already had the Henry George 
Theorem (Stiglitz 1977, Vickrey 1977), as well as a substantial body of 
theory concerning location, capitalization, and rent going back to Hotelling 
(1938) and far back to von Thünen (1842). Cornes and Sandler’s omission 
and last-page suggestion reflect economists’ general regard for land as 
tangential rather than central to the theory of public goods. 

In their second edition, Cornes and Sandler (1996, 367) did include 
the analysis of Scotchmer (1994), in which the fee for local public goods is 
the payment of a land tax.  Cornes and Sandler state, "We view the land tax 
instrument to be more problematic when individuals are heterogeneous" 
because some obtain more utility from the public good than others (367). 
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An individual could limit his land holding to reduce his land tax while still 
consuming the same amount of public good. 

Instead of recognizing the virtues of tapping geo-rent, they only 
point to a possible imperfection, such as that somebody who enjoys a local 
park will own a tiny lot nearby and pay a land tax lower than his share of 
the cost. This, say Cornes and Sandler (367), is a "perverse incentive." But 
such free riding is rampant with income and sales taxes, in which tax 
payments have hardly a gossamer relation to any benefit. Tapping geo-rent 
is being judged in isolation by the standard of perfect efficiency, rather than 
in comparison to other means of taxing people to pay for collective goods. 
This “perverse incentive” proposition is also made in an institutional 
vacuum. In practice, as Hamilton (1975) points out, rules can mitigate the 
problem.  City lots tend to have a uniform size, either with zoning or with 
covenants. Moreover, much of the utility of dwellers comes from 
complementarities, from the lot and improvements (house and garden) as 
well as from a set of civic services, so as analyzed by Ellickson (1971), 
heterogeneous utilities are of little empirical significance.     

Evidently Cornes and Sandler (1996) did not consider the Scotchmer 
material to warrant entries for land or rent in their 2nd edition index. On the 
last page (552) of the 2nd edition, the authors repeat their earlier suggestion 
of research into the spatial dimension, and again assert that there exists no 
general analysis of spatial clubs, this time much less justified. (Foldvary 
(1994) did analyze spatial clubs in some generality!) 

William Fischel (1998) puts a different twist on zoning, saying that 
zoning provides a way to collect land rent by granting developers 
exceptions in exchange for fees. But development impact fees distort 
development by placing a charge on a particular activity rather than having 
a uniform levy rate on all geo-rent. While it may seem efficient to let those 
benefiting from a development pay for the related infrastructure, it in effect 
has the opposite effect from that sought by Henry George: those who build 
get taxed, while those who let their lands lie idle are not taxed. Moreover, 
the impact fee may end up taxing capital and labor along with geo-rent. 

Remarkably, Fischel (1998, 11) states that “property taxation cannot 
achieve any significant efficiency at the state level.” This, he says, is because 
states are too large for Tiebout effects, and states can internalize the 
benefits of development. This ignores the efficiency gains of shifting away 
from deadweight-loss-causing taxation, a gain that Fischel recognizes two 
pages later (13). Fischel (1998, 15) also accuses site-value taxation of high 
administrative costs in “the knife-edge goal” of “getting almost all land 
rent.” This is a straw-man, since the real-world cases of geo-rent taxation 
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have not sought to measure and collect the full geo-rent exactly, and in fact 
there are numerous cases of successful implementation (Andelson 2000).    

Championing zoning, Fischel (1998, 16) states that “the zoning 
system does not have to be all that accurate.” Yet for some reason, geo-rent 
taxation must be “knife-edge” precise. As is well-known, zoning is a blunt, 
highly politicized, and highly discretionary instrument. It often becomes 
perverse. By comparison, governmental rules for assessing geo-rent would 
be much simple, transparent, universal, and relatively free of politicking. 

 
 

The Tiebout Model 
 
The landmark model of competition among communities in the 

provision of collective goods is that of Charles Tiebout (1956), which, as 
Bruce Hamilton (1991, 672) stated, offered an "antidote to Samuelson's 
rather gloomy results." Paul Samuelson (1954, 388) had stated categorically, 
"no decentralized pricing system can serve to determine optimally these levels of collective 
consumption" (italics in the original). 

Tiebout’s analysis shows that this conclusion does not hold for local 
civic goods. The consumers can select the communities which best satisfy 
their preferences. In the Tiebout model, unlike the Buchanan club model, 
the provision of the club goods is held fixed. Consumers reveal their 
demands for collective goods through a choice of community, and 
competition among communities assures that local collective goods are 
provided at minimum cost. Residents dissatisfied with their community's 
civic goods will leave, resulting in, at the limit, homogenous communities 
with respect to the public goods desired by the residents. Joseph Stiglitz 
(1983) points out that pure homogeneity is not necessary to the Tiebout 
conclusions if there are productive interactions among people, if there are 
transportation costs, and if people have different utility functions for land. 

Though Tiebout in his model recognizes space with respect to 
congestion, it is unfortunate that the model itself has no spatial dimensions 
and no land rent. It was unfortunate both because it made the Tiebout 
model incomplete and because much of the subsequent Tiebout literature 
also ignores land. As stated by Hamilton (1991, 673), "the tax instrument is 
of critical importance if the efficiency or even existence of a Tiebout 
equilibrium is to be achieved." And as stated by Blankart and Borck (2004, 
455), "Problems arise in the Tiebout model if public services are financed 
by distortionary taxation." 

ECON JOURNAL WATCH                                                                                                           120 



GEO-RENT 

The value of a city park diminishes with the distance from the park.  
Therefore, ceteris paribus, those closest to the park will have a higher geo-
rent. The most efficient way to finance the community is from the geo-rent, 
not by equal dues payments. The Tiebout model will reflect the territorial 
ambit of goods only when land and location are taken into account. 

The spatial dimension has been recognized in the Henry George 
Theorem and by analysts who have incorporated the capitalization of civic 
goods into site value. The empirical studies of Wallace Oates (1969) found 
evidence for the capitalization of the benefits of local collective goods and 
of property taxes.   

Buchanan and Goetz (1972) found that the internalization of what 
otherwise would be externalities would occur if the communities are 
proprietary and if competition equalizes the value of the externality. "Tax 
shares would have to be related to the size of the locational rent component 
in individual income receipts" (35; italics in the original). "If all valued 
'space' should be privately owned and if competition among proprietary 
ownership units were effective in all respects, allocational efficiency might 
emerge" (40). Tyler Cowen (1988, 14) notes that models such as that of 
Buchanan and Goetz "offer the intriguing suggestion that Tiebout's model 
is better suited to analyses of collective goods provision through proprietary 
communities."   

 
 
 

HOW LARGE IS THE GEO-RENT TAX-BASE? 
 
 
One of the pitfalls surrounding the idea of tapping geo-rent is that it 

is closely associated with Henry George’s single-tax ideal society. Authors 
such as Mankiw (2004, 168) and McConnell and Brue (2005, 300) point out 
that geo-rent taxation alone could not cover the current levels of 
government spending. But that point works only as a criticism of 
eliminating all taxes aside from geo-rent taxation, not as a criticism of the 
principle of tapping geo-rent.  

I have the further impression that many economists think that geo-
rent is a tiny portion of GDP.  That notion seems to lead some economists 
to figure that even if geo-rent taxation is efficient, it is empirically of small 
import. Dick Netzer (1998, 116) notes that the proposition that “the 
potential revenue from land value taxation” is insufficient “is widely held 
today.” 
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In a chapter entitled “rent, interest, and profits,” Salvatore and Diulio 
(1996) have an exercise, “What are the criticisms of the single-tax 
movement?” One criticism offered is that “rents in the United States today 
amount to just about 1% of GNP, while taxes are 25% of GNP” (355).   

In the official GDP accounts by the Bureau of Economic Analysis in 
the Department of Commerce, the only category termed “rent” is "rental 
income of persons," which in 2004 was put at an annualized estimate of 
$150 billion, or less than 1.5% of GDP. This "rental income" is net of 
expenses such as property taxes and mortgage interest, but the bulk of such 
expenses are also returns on real estate which are being paid to lenders and 
the government! 

The BEA’s “rental income of persons” includes rental payments for 
both the sites and the buildings, adjusted down for the deprecation or 
“capital consumption” of the improvements. Without capital consumption, 
the rental income is $166 billion, and that includes the imputed rentals of 
owner-occupied houses and the mortgage interest paid. This “rental income 
of persons” is personal income, excluding the rental income from land 
owned by corporations as well as the implicit opportunity-cost rental value 
of land held by governments and nonprofit agencies. Furthermore, 
corporate-owned land is severely understated in corporate reports, because 
land is valued at the historical purchase price, not current value. 

That economists would believe that the GDP rental income figures 
comes anywhere close to being the total land rent is quite remarkable. 
Other official data come closer to the actual geo-rent. The Bureau of Labor 
Statistics of the Department of Labor reported that consumer units spent 
an average of $13,283 on housing in 2002, one third of total spending (BLS 
2004), including the imputed rental of owner-occupied dwellings. The BLS 
reports 112,108,000 "consumer units" (households), so the total spent for 
housing was $1.5 trillion, ten times the "rental income" figure of the BEA.  
That the $150 in BEA rental-income accounts have little connection with 
actual geo-rent becomes even clearer when compared to the 2003 home 
mortgage debt of $7.2 trillion (Financial Services Fact Book 2005), total 
mortgages of $9.3 trillion in 2003 (Financial Services Fact Book 2005), and 
a housing stock of $15 trillion (National Association of Realtors 2005). 

Property taxes in the U.S. are about $300 billion per year (Youngman 
and Malme 1993), with $228 billion going to local governments (Fisher 
1999). If a landlord collects $20,000 in annual rent and pays a property tax 
of $9,000, the “rental income of persons” here (not subtracting 
depreciation) is only $11,000, because the reported amount deducts the 
landlord’s property-tax expense. Similarly, homeowner and condominium 
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association dues are deducted out in arriving at “rental income of persons.” 
This category “rental income of persons,” then, both includes elements 
other than geo-rent (notably, rental payments for improvements such as 
buildings), and excludes much of the geo-rent of the land.   

Moreover, as Gaffney (1970, 194) concludes, the untaxing of 
buildings, which is part of the geo-rent taxation proposal, will raise ground 
rent by an amount about equal to the loss of building taxes. Narrowing the 
property tax to geo-rent only, therefore, would increase the geo-rent tax-
base by about the same amount as the building tax-based removed. 

Studies of geo-rent have been conducted by Steven Cord, Mason 
Gaffney, Mike Miles, and others. Mason Gaffney (1970, 181) finds that site 
value is generally at least half of real estate value, which would imply that 
for the housing stock alone the site value would be about $7.5 trillion.    

For private lands, much of the revenue from geo-rent is hidden in 
interest payments, corporate profits, and capital gains, implying that it isn’t 
showing up in “rental income of persons.” For example, the way that 
building-owners may treat “depreciation” is unrealistic and even 
nonsensical. Suppose Bob buys a building for $275,000 (excluding the land 
value) and rents it out for $40,000 per year. On the premise that a building 
is used up in 27.5 years, the tax code allows him to deduct $10,000 each 
year. And then he deducts his real expense (maintenance, etc.) of, say, 
$5,000, so the column shows only $25,000 in rental income.  Suppose that 
after 27.5 years, Bob sells the building to Sam. Now Sam starts deducting 
depreciation all over again. Capital consumption is to a large degree a legal 
fiction.  

One bids less for land that has tax liabilities and on which profits are 
lower. Untax the economy, and the economy would produce greater output, 
which would be capitalized into higher geo-rent. Even if the geo-rent today 
were accurately calculated, it would be far less than the potential public 
revenue, because of capitalization effects of the untaxing side of the scheme. 
As noted, the scheme would involve geo-rent payments from government 
agencies. That, of course, will brings a corresponding increase in 
government spending, so the matter of geo-rent of government lands is not 
pertinent to the present issue. However, it is worth noting that for 
government lands, the geo-rent is utterly opaque (Foldvary 1989), and that 
would have to change. 

Using a variety of data, Steven Cord (1985, 1991) puts geo-rent at 
around 20 percent of GDP. Mike Miles (1990) comes up with a similar 
figure using data from the Bureau of Economic Analysis. The totals include 
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government lands, but these estimates do not include the increase in geo-
rent that would occur with the elimination of market-hampering taxes.   

The amount of actual and potential site revenues warrants much 
more research, but these findings indicate that the tax base is substantial, 
most likely in the range of 50 percent of all-level government tax revenues. 
Interestingly, if both punitive taxes and transfer payments were eliminated, 
the geo-rent would about equal government spending for goods and 
services, in accord with the Henry George Theorem! At any rate, any 
allegation that land rent is too small to be of policy significance would have 
to be well argued.   

 
 
 

OTHER ADVANTAGES OF TAPPING GEO-RENT 
 
 
While this article will not necessarily serve as a manifesto for the idea 

of tapping geo-rent to fund community goods, there are a number of 
further advantages that merit passing mention. 

 
• Geo-rent taxation would reduce sprawl. Current tax policies tend to 
discourage the development of urban land, because the fruits of 
those developments are directly taxed. To the extent that those 
policies are replaced by policies that tap geo-rent, the landowner is 
incented to develop his land. Recall, an underused site pays the same 
geo-rent tax as a developed site. The untaxing of production 
combined with the tapping of geo-rent will induce infilling of the city 
center, making for a more compact city, agreeable to mixed use and 
pedestrian activity. Hence, the demand-side push for sprawl is 
diminished. Moreover, the supply-side pull toward sprawl would also 
be diminished: Today, sprawl landowners are subsidized by 
extraneous taxpayers who pay for the roads, sewers, schools, fire-
fighting, and security in the sprawl neighborhoods. If those services 
depended on the community’s geo-rent, the pull toward sprawl would 
be reduced.  
  
• Dampening cycles: Today, a factor in cycles is real-estate speculation. 
An economic boom increases the price of land, and speculation can 
drive prices even higher. Geo-rent taxation would mean that there are 
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no “killings” to be made in land, since 75 percent of the geo-rent 
would flow to the government, not the landowner. Tapping geo-rent 
would dampen the real-estate cycle, which in turn dampens the 
business cycle (Foldvary 1997). 
   
• Tax-base of last resort: Technology promises to make capital and 
people ever more mobile, and encryption promises to make money 
and enterprise less visible. Put differently, technology threatens to 
make conventional taxation more difficult. Tapping geo-rent may 
well be the revenue source most suitable for the 21st century. 
Technology will never enable the landowner to hide his land or move 
it off-shore. 
 
 
 

PRIVATIZING THE NEIGHBORHOOD 
 
 
Fortunately, real-estate practitioners pay no attention to textbook 

economics. Increasingly, new communities are developed within a nexus of 
private ownership and contract. In the United States, four-fifths of new 
housing developments involve membership in homeowner associations 
(Community Associations Institute 2005). In China, all major new 
developments have walls, guards and private governments (Webster 2002). 
In Russia (Lentz and Lindner 2002) and South Africa (Jürgens and Gnad, 
2002; Landman 2002), wealthier citizens privately provide for their safety in 
gated communities. The empirical fact on the ground is attracting increasing 
academic attention from many fields, including urban studies, legal scholars, 
and anthropologists, and there have been international scholarly 
conferences to explore private communities (Glasz 2005).   

The great challenge concerns existing communities of the traditional 
governmental structure: How are they converted to a nexus of private 
property and contract? 

Robert Nelson (1999) has proposed a policy for converting 
neighborhoods to residential associations, similar to the policy in St. Louis, 
where neighborhoods may privatize (Foldvary 1994). Under Nelson’s plan, 
state law would permit property owners to petition to form a neighborhood 
association within a proposed boundary. Approval would require an 
affirmative vote both of 90 percent of the total property value affected and 
75 percent of the individual unit owners. The relevant governments would 
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then authorize a transfer of services and property such as streets to the 
association, accompanied by tax credits in compensation for the reduction 
of government expenses. All property owners in the privatized 
neighborhood would be required to be members of the association and pay 
assessments. Since they would already have title to the real estate, there is 
no financial impediment, as there would be if they had to buy the land 
afresh. 

Conversion to civic associations would not only partially privatize 
local governance, it would also result in a shift in public finances, with 
lower taxes to the city, replaced by association assessments which would be 
much closer to geo-rent. The association would get revenue from payments 
either equal per member or based on front footage or property value. The 
economic ideal would be payments based on geo-rent, because the rent 
would most closely reflect the value of the community services. But even if 
there is, say, an equal payment by the real estate owners, if the properties 
have about the same market value, the payments would have the effect of 
tapping geo-rent, with no excess burden. 

My proposal (Foldvary 1994) for a neighborhood conversion makes 
the membership in private communities strictly voluntary and open to any 
real estate owner.  Any person or organization having title to land would be 
able to partially secede, to withdraw property and services from 
governmental jurisdiction, and create its own governance. The government 
could require an exit fee or on-going rental payments to compensate for its 
services that the private community would still benefit from. If most of a 
neighborhood wishes to privatize but some do not, those wishing to remain 
directly under the government would continue to be under government 
jurisdiction, and there would then be agreements for the joint provision of 
services such as streets that service both members and non-members. While 
this may result in a more complicated arrangement than that of Nelson, I 
believe it is important to maintain the voluntary nature of civic associations 
as much as possible. 

 
 
 

CONCLUSION 
 
 
 The shunting aside and disparagement of public revenue from geo-

rent has distorted economic analysis and contributes to iatrogenic 
economy-hampering fiscal policy. We need a broader and more integrated 
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public economics that recognizes the fundamental role of land in 
economies and fully incorporates the analysis of public revenue from geo-
rent. We will then not only have a more complete and accurate science of 
economics, but also economists will then offer better remedies for 
economic problems.   
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IT IS NOT UNCOMMON FOR ECONOMISTS TO REASON AS THOUGH 

the market for economics is like markets for ordinary goods and services 
(e.g., Rosen 1997, 151; Scott & Anstine 1997). A believer in the invisible 
hand, George Stigler was notable in advancing the idea that economists do 
good by doing well academically: 

 
Scientific research is a market process, differing vastly in 
form but little in substance, from the comparable activities 
of grocers or manufacturers of computers. Individual 
scholars distribute themselves by the action of self-interest. 
. . . The better the research work, the more prestigious the 
journal in which it will appear. The superior researcher is 
hired by the better university, promoted at a rapid rate, 
favored by the National Science Foundation and the 
private foundations, given a lighter teaching load. . . .  Who 
decides what subjects to work on, and how good each 
research product is? In the short run—from year to year—
the judges are the fellow scientists.  . . . A system of 
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government of a science by a self-chosen elite has the 
potential for stagnation and scholasticism of the sort that 
stultified Oxford and Cambridge Universities in the 
eighteenth century, but in the American context these evils 
are escaped. There are so many good universities (not 
under one control), so many foundations, so many 
scientific journals, that each major discipline becomes a 
competitive industry. No one model of orthodoxy can be 
imposed on a science. (Stigler 1988: 84-85) 

 
Stigler said: The economics market works fine. He told economists:  

Don’t worry about whether you are doing good; rather, respond to the 
incentives of normal science. In doing well, you do as much good as you 
can (Stigler 1982: 34, 67; 1988: 179). He acknowledges that the economics 
market differs from, say, the waiter market in form, but it does not differ in 
substance. Thanks to the multiplicity of universities, academia avoids the 
kinds of problems it exhibited in Adam Smith’s time. 

I think academia today continues to exhibit the kinds of problems 
Adam Smith discussed. The problems are not as severe, but they are bad 
enough that we should think hard about them. Here I provide evidence to 
suggest that, rather than being, as Stigler maintains, a polycentric 
marketplace responsive to consumers, academic economics is more like an 
extended family or club, with a pyramidal structure and culture. 

 
 
 

IF WAITERS WERE LIKE ECONOMISTS 
 

 
Do the thought experiment. You arrive on a planet on which the 

market for waiters is like our market for academic economists. This other-
worldly market exhibits the following features: 

 
• Each waiter job is controlled by a collection of other waiters, a 
Waiter Department. 

• Each Waiter Department spends money with very slight regard 
for the preferences of restaurant customers. Indeed, much of the 
money comes from coercive extractions from extraneous parties. 
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• There are 200 Waiter Departments, but they all form an 
encompassing mono-centric cultural pyramid. Each Waiter 
Department gets whatever prestige and revenue-base it commands 
principally by adhering to the accustomed standards of the 
encompassing club. 

• Each Waiter Department produces the new young waiters, 
whom it tries to place as high up in the pyramid as possible. 

• Non-waiters are deemed unqualified to criticize the standards 
and practices of the encompassing Waiter club. Outsiders are 
ignored. 

• Waiters at departments at the top of the pyramid set the tone for 
the entire club.   

• Waiters carry on political discourse with restaurant customers.  
Moreover, waiters at the top departments rub shoulders with 
political elites and power-holders. Sometimes, the top waiters are 
appointed to positions of influence and power. Many aspire to be 
or imagine themselves to be part of society’s governing set. Their 
governing-set standing depends on playing according to the rules 
of conventional political culture. One of those rules is that one 
must accept the idea that society is an organization and 
government is the manager of that organization. One must affirm a 
basic faith in democratic political processes. One must observe that 
the appointed managers are like us, smart, socially-concerned 
people who can master the contours of society’s unknowability well 
enough to regulate social affairs beneficially. One must refrain from 
saying anything that might imply that much of what the 
government does is fundamentally a sham and a menace. As a 
result, among the top 50 Waiter Departments there is no voice or 
vitality for abolitionism. 

 
This waiter market is very different from our real-life waiter market. 

This waiter market would likely exhibit some of the problems Adam Smith 
observed in the colleges and universities of his time. 
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ADAM SMITH ON ACADEMIA 
 
 
In The Wealth of Nations, Adam Smith developed an incisive criticism 

of academia (pp. 758-81). He at least touches on all of the following familiar 
criticism of academia: 

 
• Academic societies are organized “not for the benefit of the 
students, but for the interest, or more properly speaking, for the 
ease of the masters” (764). 

• They self-organize as self-validating societies, in which members 
indulge each other’s conveniences (761). 

• Academics tend toward an esoteric language that excludes 
outsider participation (765).  

• Democratic decision making by professional units fails to make 
individuals accountable for their actions within the process of 
collective decision making (779). 

• The clubs are prone to groupthink and the lock-in of foolishness. 
They were sometimes “the sanctuaries in which exploded systems 
and obsolete prejudices found shelter and protection, after they 
had been hunted out of every other corner of the world” (772). 
They have generated sciences that are “a mere useless and 
pedantick heap of sophistry and nonsense” (781). 

 
Smith acknowledges that there are no easy solutions. There is no easy 

way for outsiders to evaluate or regulate the inner workings of the scholarly 
community (761). As for public-policy judgments, while Smith is 
ambiguous on the education of children (815), on colleges and universities 
he is libertarian. He clearly opposes “the privileges of graduation” (762, 
780), or, in modern parlance, licensing requirements that create much of the 
demand for the services of accredited schools.1 And he comes across as 

                                                                                        
1 Smith entertains the idea of a basic-education examination required of entrants into “any 
liberal profession” or “honourable office of trust or profit” (pp. 796, 786), but his interest is 
in inducing a demand for basic education, not in assuring the quality of practitioners. It is 
clear that Smith opposed occupational licensing. 
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against public funding (776-81). As for charitable foundations, he suggests 
that they shift from producer-side to user-side subsidies (763). 

In the midst of his criticism of academia, Smith launches into a 
wandering account of how ancient Greek philosophy evolved into various 
scholastic fields (766-72). He describes how academia elevated 
“Metaphysicks or Pneumaticks,” producing, “after a few very simple and 
almost obvious truths . . . nothing but obscurity and uncertainty” (771).  
This subsequently evolved into Ontology. “But if subtleties and sophisms 
composed the greater part of the Metaphysicks or Pneumaticks of the 
schools, they composed the whole of this cobweb science of Ontology” 
(771).  Smith’s account concludes as follows: 

 
The alterations which the universities of Europe thus 
introduced into the ancient course of philosophy were all 
meant for the education of ecclesiastics, and to render it a 
more proper introduction to the study of theology. But the 
additional quantity of subtlety and sophistry, the casuistry 
and the ascetic morality which those alterations introduced 
into it, certainly did not render it more proper for the 
education of gentlemen or men of the world, or more 
likely either to improve the understanding, or to mend the 
heart. . . . This course of philosophy is what still continues to be 
taught in the greater part of the universities of Europe, with more 
or less diligence, according as the constitution of each 
particular university happens to render diligence more or 
less necessary to the teachers. (p. 772; italics added)   

 
Smith’s five-page digression is a way of positing a single fact: As he 

looks out his window, Smith sees an academic establishment that to him 
appears wasteful and foolish. That is the fact to be explained. The 
explanation does not seem to lie in the intemperance and prejudice of 
Smith’s character. Rather, Smith suggests that the structure of academia 
makes it priestly and almost impervious to criticism. Insiders seek to secure 
a place on the pyramid and must curry favor and conform. Outsides are 
deemed unqualified to judge. The hazards are inherent, and the best way to 
deal with them, according to Smith, is to remove privilege and coercion 
from the system. 
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DO ECONOMISTS KNOW THE IMPORTANT FINDINGS OF 
THEIR OWN SCIENCE? 

 
 
In 2003, I sent a survey to 1000 American Economic Association 

members. Here I report on one question, to illustrate why the situation 
seems to me not so different from that of Adam Smith’s time. 

The survey asked respondents to give their position on various forms 
of government activism. One question was as follows: 

 
Pharmaceutical market regulation by the Food and Drug 

Administration (FDA): 
 

     □            □                  □                 □     □            □  
 support       support       have mixed        oppose  oppose        Have no 
 strongly         mildly             feelings         mildly  strongly        opinion 

 
 
FDA control of pharmaceuticals is a topic about which economists 

have written extensively.  Alexander Tabarrok and I review much of the 
literature in our website “Is the FDA Safe and Effective?” 
(FDAReview.org). We include a compendium of 22 quotations by 
economists calling for significant liberalization of FDA control, and we 
explain that we have been unable to find quotations favorable to current 
levels of control by economists who work on the FDA. I believe economics 
reaches a clear conclusion in favor of significant liberalization of FDA 
control of pharmaceuticals. Thus, given the range of response options 
provided by the question, the first two options are simply wrongheaded.  
Yet here is the distribution of responses: 

 
 
 
 
 
 
 
 
 

 
 

ECON JOURNAL WATCH                                                                                                           138 

http://www.FDAReview.org


PH.D. CIRCLE 

Figure 1: AEA members’ responses to the FDA question2
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The FDA issue is one of supreme importance and perennial urgency.  

Seventy percent of AEA members have it very wrong.3 The reasons they 
have it wrong are like those explained by Adam Smith. Rather than 
developing economic judgment on policy fundamentals, economists are 
trained in scholastic subtleties, like estimating elasticities and structural 
econometric models and building equilibrium models. Indeed, in the 
establishment culture of the elite departments, young economists are 
discouraged from exercising and developing fundamental policy judgment. 
Accordingly, they simply never really learn that FDA protection is a sham. 
Journals like Journal of Economic Perspectives and Journal of Economic Literature, 
supposedly functioning to disseminate important findings to the profession, 
conform to establishment academic political culture. They fail to bring 
forward important findings that would upset that culture.   

 
 
 
 
 

                                                                                        
2 Also, one respondent selected “Have no opinion.” 
3 See Klein & Stern 2005a for the basic results of the AEA member survey. The survey 
contained 18 policy questions, and the FDA question is by no means the only one on which 
the responses were, in my judgment, disgraceful. 

139                                                                                      VOLUME 2, NUMBER 1, APRIL 2005 



DANIEL B. KLEIN 

STRUCTURAL SCHOLASTICISM 
 
 
I wonder what George Stigler would say about the results of the 

FDA question. He would surely agree that at least 70 percent of AEA 
members have the issue wrong. In 1959, Stigler asserted, without evidence, 
that “economists are conservative” (p. 527). In the way he meant it, that 
statement was probably false then, and it is certainly false today (see Klein 
and Stern 2005b). Against all the evidence, Stigler clung to the idea that an 
invisible hand operates in academic economics. I wonder, too, if Stigler 
would maintain that sociology, anthropology, and urban planning function 
to advance wisdom and enlightenment. In structure, those fields are 
identical to economics.   

Stigler’s invisible-hand error goes with his error about market 
structure. Rather than being like a competitive industry, academic 
economics has the structure of scholasticism. As Robert Nelson (2004) 
explains, topical scholasticism goes with structural scholasticism.   

Graduate education is a formative period for a young economist. He 
or she learns directly from professors and learns to emulate them, in order 
to get a PhD degree. He or she depends on them for resources and for 
entrée in the journals and job market. He or she continues to depend on 
them throughout his or her career.  The dependence resides in a rich nexus 
of relationships, exemplified by the letter of recommendation. Academics is 
an ongoing and circular system of validations, and even full professors need 
validation to obtain publication contracts, prestige awards, large grants, and 
jobs at universities further up the pyramid. Thus, the ties and imprint of 
graduate training is lasting. One’s PhD degree is a marker of the sub-group 
that raised you. It is a way of drawing the social connections between 
members of the encompassing society of Economics: “Oh you got your 
degree at Columbia, so you must know . . .” 

About 15 years ago, the American Economic Association appointed a 
commission to investigate graduate education in economics. The executive 
secretary of the commission, W. L. Hansen (1991), states one of the 
findings: “the content and structure of graduate programs in economics are 
amazingly similar” (1085). It is likely that the programs have since become 
even more alike. Also, the European doctoral programs have increasingly 
mimicked the elite programs in the United States (on Sweden, see Boschini 
et al 2004 and Johansson 2004). All the departments seek to hire people 
with certain official distinctions, notably publishing in a certain set of top 
journals and getting cited (as counted by Thomson Scientific-ISI). Contrary 
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to Stigler’s picture of schools competing in differentiated approaches to 
wisdom, the field at the top is more like an extended family or genteel 
urban society. Within the family, there is some variation—in methods, 
politics, and character—but only between the 40 yard lines.   

The top dominates the entire profession. The pyramid is seen in the 
PhD-origination of faculty members. In the tradition of Spellman and 
Gabriel (1978) and Pieper and Willis (1999), Santa Clara University student 
Leah Verhoeven and I investigated in 2003 where economics professors got 
their PhD degrees. We worked with the then-most recent international 
ranking of the top 200 economics departments (including a few institutions 
like Brookings) based on 1994-1998 journal publication output, authored by 
Tom Coupé.4 The Excel file in Appendix 1 contains several worksheets.  
The first worksheet shows the 200 ranking. We investigated where regular 
faculty members got their degrees.5 We investigated 25 departments, namely 
those with the following ranks: 

 
1, 2, 3, 4, 5 
10, 20, 31, 40, 50, 60, 77, 80, 93, 102, 111, 120, 134, 140, 151, 160, 170, 180, 190, 200 
 
The second line of twenty departments takes every 10th department 

but skips non-U.S. departments. For example, the 30th department is 
University of Toronto, so we skipped to the 31st, Boston University. For 
each department investigated, we went to the Economics Department 
website and copied the name of the professor, position, and where he or 
she got a PhD.6 Altogether, we have a sample of 717 professors with an 

                                                                                        
4 Coupé’s ranking is an ordering of mean rank based on 11 different established 
methodologies of ranking by journal publications, including by the journal’s reputation 
(measure in standard ways). We used the ranking from Coupé (Undated-a, pp. 12-15) 
because his updated ranking (Undated-b), based on 1990-2000 publication, was not available 
when we started the investigation. The differences between the two rankings are minor (18 
schools are common to each list’s top 20, and 34 schools are common to each list’s top 35). 
As of March 2004, both versions were online, with URL links from Tom Coupé’s page at: 
http://student.ulb.ac.be/~tcoupe/ranking.html. 
5 We included Assistant, Associate, Full and Emeritus professors only, not lecturers, 
adjuncts, or visiting professors. 
6 We consulted the websites shown on the “Notes” worksheet, from April to August 2003. 
Five listings (actually four individuals, because Gordon Tullock appears for both Arizona 
and George Mason) did not have an Economics Ph.D.; those cases are put at the bottom of 
the appropriate worksheet and were omitted from all calculations.   
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Economics PhD in the 25 departments investigated.7 When a professor’s 
PhD was from a school not included in Coupé’s 200 list, it is recorded as 
rank 201. 

 
 

Figure 2: Percentage of economics faculty with Ph.D.  
from the top 20 economics departments. 
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Figure 2 plots percentage from the top 20 departments. At the top, 

more than 80 percent of the professors are from the top 20. The plot 
suggests that departments ranked around 115th have 50 percent from the 
top 20. Since those 115 departments are generally much larger than the 
remaining departments (Scott and Anstine 1997, 317), these numbers 
suggest that top-20 PhDs populate more than half of the academic 
economics profession in the United States.   

The ranking covers the entire globe, so it makes sense to move the 
cut-point for “elite” out to the top 35.  The set of top 35 departments 
draws 76 percent of its faculty from itself. Anyone with an inside 

                                                                                        
7 There were 718 names (excluding the five without an Economics Ph.D.), but we could not 
obtain the Ph.D. origination data for one professor (at Brandeis), and that individual has 
been omitted from all calculations. 
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understanding of academics knows that this society is much more like 
familial affairs than normal markets like waiting tables. Again, it is a society 
in which everyone who matters is an economist. The idea of economists 
serving “the customer” is alien to the profession. Economists are uncertain 
of who “the customer” even is. 

Figure 3 plots percentage from the top 35 departments. At the top, 
more than 90 percent of faculty comes from the top 35 departments. The 
plot suggests that departments ranked around 44th have 80 percent from 
the top 35. These results show clearly that the top 35 departments dominate 
the profession.8   

 
Figure 3: Percentage of economics faculty with Ph.D.  

from the top 35 economics departments. 
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8 Siegfried and Stock (1999, 126) show that higher pay goes to graduates of higher-ranked 
departments. Stock and Alston (2000, 399) find that “even after controlling for observed 
differences in the research, teaching, and other observed qualifications that may differentiate 
[job] candidates, there was a positive return to program rank for both the number of 
interviews obtained and the initial salaries of candidates in our sample [of new economics 
PhDs].” 
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Yet these results do not fully capture the domination by the top 
departments. In addition to being larger, the top departments have vastly 
disproportional influence in the profession. Kocher and Sutter (2001, F420) 
find that the top ten institutions conferred the PhD of about 55 percent of 
the authors in 15 top economics journals (in a sample ranging from 1977 to 
1997). The top departments have disproportional influence also at book 
publishers, foundations, and government grant-making organizations 
(Coupé 2004; on graduate-student support, see Siegfried and Stock 1999). 

Further, top departments have disproportional impact in second-
generation PhDs. Using 1992 data, Pieper and Willis (1999), examining only 
U.S. departments, find that the top ten departments produced 34.6 percent 
of all economics doctorates but nearly 50 percent of all the PhD-granting 
faculty. When they weighted departments by number of PhDs produced, 
creating a second-generation unit they call a “PhD-equivalent,” they find: 
“Graduates from the top 10 schools and the top 20 schools produced 
respectively 54 percent and 72 percent of all PhD-equivalents” (85-56). 
They also found that “[g]raduates from 10 schools accounted for two-thirds 
of all dissertation supervisors” (86). While acknowledging that their general 
concentration finding “probably reflects the ability of the top schools to 
attract the best students,” Pieper and Willis express concern that it “has also 
contributed to an inbreeding of the economics profession” (86, 87). 

Similar analyses by sociologists of Sociology have been done, most 
recently by Val Burris in his American Sociological Review article, “The 
Academic Caste System: Prestige Hierarchies in PhD Exchange Networks” 
(2004).  Some relevant findings are conveyed in the following excerpts: 

 
Even for those familiar with the hierarchical nature of 
academic employment, the results shown in Table 2 are 
striking. Graduates from the top 5 departments account 
for roughly one-third of all faculty hired in all 94 
departments. The top 20 departments account for roughly 
70 percent of the total. Boundaries to upward mobility are 
extremely rigid. Sociologists with degrees from non-top 20 
departments are rarely hired at top 20 departments and 
almost never hired at top 5 departments. (247-249). 
 
This information confirms the observation made by . . . 
[six references deleted here] . . . that mobility in academia 
is mainly horizontal and downward and seldom upward. 
(249) 
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[M]y data suggest that the hiring of senior faculty by 
prestigious departments is even more incestuous than the 
hiring of new PhDs. . . .  Of the 430 full-time faculty 
employed by the top 20 sociology departments  . . . only 7 
(less than 2 percent) received their PhD from a non-top 20 
department, worked for three or more years in a non-top 
20 department, and, after building their scholarly 
reputations, advanced to a faculty position in one of the 
top 20 departments. (251) 

 
For the Law field, Brian Leiter of the University of Texas found that, 

among all new faculty who started in tenure-track law school jobs between 
1996 and 2001, more than one-third earned their J.D. from just three law 
schools: Yale, Harvard, and Stanford (Leiter 2002).9

 
 
 

CONCLUDING REMARKS 
 

 
George Stigler’s statement about the market structure of academics 

differing “little in substance” from that of groceries shows how foolish 
Stigler could be. Academia is more like a self-organizing, self-validating club 
than like a grocery market. In many respects, in academia the consumers 
and the producers are the same set of people, and they subsist on money 
from parties that are largely extraneous to their markets. The structure of 
scholasticism is very different from supply and demand of groceries or 
waiter services. 

What remains contentious is whether the academic club is 
systematically flawed or biased, as Adam Smith thought it was in his day. 
The presumption among the professional elites seems to be that the system 
works about as well as it can: People with degrees from the top 
departments hold most of the academic posts and publish most of the top-
journal articles mainly because the top departments attract the best students 
and do the best job of training them. 

                                                                                        
9 I have not searched extensively for similar analyses of the various social-science disciplines; 
I would guess that the pyramidal structure is common to all. 
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My take is that, while the top departments attract the most bright-
smart students and best train them in club ways, a very deep concern 
remains about the club being poisoned by a complacent, tepid, genteel, 
governing-set political culture. (More specifically, this political culture is, as 
in all other academic disciplines, preponderantly social-democratic.) The 
plain fact of cultural network externalities, self-validation, sorting, 
conformism, groupthink, lock-in, preference falsification, etc. give this 
concern strong foundation in theory—economic, sociological, and cultural.  
There is nothing remarkable in suggesting that power, prestige, status, and 
resources influence behavior and organizational norms. To my mind, those 
influences help explain why few economists have good judgment on policy 
fundamentals. Adam Smith’s criticisms of academia remain highly relevant 
today. 

 
 
 

Appendix 1: Link to Excel file containing the data on Ph.D.  
origins of economics faculties, used in Figures 2 and 3. 
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The Mathematical Romance: 
An Engineer's View  

of Mathematical Economics 
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Abstract, Keywords, JEL Codes 
 
 

I APPROACH MATHEMATICAL ECONOMICS FROM A SOMEWHAT 
unusual perspective. I have been fascinated with math since childhood and 
have had many opportunities to apply it in earning my Ph.D. in engineering, 
in my 30-year engineering career, and in teaching engineering to college 
students.  I continue to enjoy math as recreation.   

But my home study of Austrian economics, inspired by attendance at 
a Ludwig von Mises seminar in 1970, has made a skeptic of me. Now 
enrolled formally as a graduate student in economics, I approach the subject 
burdened neither by math phobia nor the zeal of a convert. I am simply 
curious: what is the appropriate role of mathematics in economics? Have 
economists misused math or been excessively preoccupied with the subject? 
Have they felt the romantic lure of the subject that I often felt as an 
engineer?  Have they been sidetracked? 

At first I thought economists might use math the way we engineers 
do, only more so. With less solid data to work from and less paribus in the 
ceteris, economists would be more circumspect in their use of math and 
more reliant on empirical observation or even “gut intuition.” Quite the 
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opposite! Before offering my observations on mathematical economics I 
will review how engineers use math, with crash simulation offered as a 
modern example. 

 
 
 

HOW ENGINEERS USE MATHEMATICS 
 
 
My grandfather’s “Kent’s Mechanical Engineering Handbook,” circa 

1900, covered the entire field in one book, beginning with simple 
arithmetic. Most of the equations in the book are empirical and unit-
specific. A century later, engineering remains an art as well as a science, but 
we expect much more mathematical sophistication of our students. “Walk 
the aisles of the university bookstore,” says Deirdre McCloskey. “Open 
some of the advanced undergraduate books in physics (or in the much-
despised civil engineering, for that matter). It makes the hair stand on end. 
Bessel functions abound. Group theory is routine” (McCloskey 2000, 215). 

Bessel functions provide nice solutions to certain differential 
equations in cylindrical coordinates, but we don’t actually use them much 
any more because modern computerized numerical methods can do the job 
much better. Real problems just don’t provide the simple boundary 
conditions required of Bessel functions, Fourier series, or any other 
formulaic solutions. Nowadays we discretize the differential equations, i.e., 
convert them to algebraic equations which can be solved on a computer. 
Non-uniform boundary conditions are no longer a problem, but 
discretization does introduce approximations which must be managed. 

The predominant method for solving boundary-value problems in 
civil and mechanical engineering is called finite element analysis. The 
method was conceived in 1943, but can only be applied using a computer 
and thus took off only in the 1970’s. A “finite element model” is an abstract 
representation of a mechanical or structural system as an assembly of 
simple geometric shapes (“finite elements”). Illustration 1 shows such a 
model.1

 
 

                                                                                        
1All the figures shown are used by permission from S. W. Kirkpatrick, “Development and 
Validation of High Fidelity Vehicle Crash Simulation Models,” SAE Technical Paper Series 
2000-01-0627, © 2000 SAE International. 
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Illustration 1: Finite element model of a Ford Taurus 
 
 

ach of the little quadrilateral areas shown in the illustration is a 
finite 

Illustration 2: Predicted deformation following a 35-MPH barrier impact 
 

 

E
element. At each node where element boundaries intersect, six 

independent displacement variables are defined (three translations, three 
rotations), and an entire model may contain hundreds of thousands or even 
millions of variables. Forward integration in time is carried out using finite 
difference approximations to compute the response of the system to loads 
such as the impact forces in a crash simulation. An automobile is a 
challenging structure to model and the response to a crash impact is highly 
nonlinear, so successful modeling and numerical integration is a major 
challenge.  
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Illustration 2 shows the simulated deformed shape of the vehicle 
following a 35-mph impact with a standard barrier. Note that this is neither 
a photograph nor an artist’s rendering, but rather a computer-generated 
image based on the results of the finite element analysis. It is reassuring that 
the picture looks realistic, but there are many approximations and pitfalls in 
this sort of analysis so it is important that computed results be validated by 
comparison with test data whenever possible. Illustration 3 shows such a 
comparison—a very close one in this case. (The car is of course 
decelerating. Depending on the orientation of the coordinate system, the 
values could be positive or negative, but are shown as positive for clarity.)  
The model has been used to predict the results of a crash test that was 
actually conducted in the lab. Computed accelerations on the bumper were 
compared to readings from an accelerometer mounted on the actual 
bumper. With the confidence that this comparison engenders, an engineer 
could try various design changes by modifying the model and re-running 
the simulation, saving the time and expense of a laboratory crash test for 
such design iterations. For example, one might add “crumple zones” 
designed to capture and dissipate kinetic energy.  These would be “tested” 
in finite-element simulations, but prototype testing would still be done 
before any such addition were put into production. 

 
Illustration 3: Comparison of post-crash bumper acceleration,  

measured and predicted 
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EXISTENCE, UNIQUENESS AND SUCH 
 
 
When I was a graduate student and finite element analysis was new, 

there was a controversy about the interpolation functions that are the 
mathematical basis of finite elements. For the most common class of 
elements (thin shell elements), somebody proved that these function values 
and their first derivatives must be continuous across element boundaries in 
order to guarantee monotonic convergence of solutions as the mesh size is 
reduced (i.e., more and smaller elements). Such elements are called 
“conforming.” One camp insisted that only conforming elements should be 
used. Others went ahead with mildly non-conforming elements because 
they demonstrated certain advantages that seemed worth the loss of 
conforming purity. In time the non-conforming elements proved 
themselves in practice and people just stopped worrying about the 
convergence theorem. In fact, there are a few rare pathological cases that 
finite elements fail to solve, but we live with this situation as physicists live 
with Heisenberg uncertainty, or number theorists with Gödel’s theorem. 

Engineers like to linearize equations whenever possible because linear 
equation solutions are so much simpler and cheaper than nonlinear. But car 
crashes are highly non-linear events and must be analyzed as such. With 
nonlinearity in the picture, the theorems that tell us how small the time step 
must be to assure convergence of the forward integration algorithm go out 
the window, as does any assurance of a unique solution. How can we 
continue in the face of such calamities? We just press on. If over time, 
certain practices lead to stable and verifiable results, we learn from 
experience and adopt those practices. Such attitudes give mathematicians 
heartburn, but engineers just shrug. Never mind the theorems, we have a 
job to do! 

These are two examples of how engineers use (or misuse) math. How 
wrong I was in assuming I would find a similar approach in mathematical 
economics. I thought they too would leave the theorems and the existence 
proofs to the mathematicians and do everything possible to get to an 
answer, even cutting corners and relying on intuition as we engineers 
sometimes do, because there are such momentous problems awaiting their 
insights. But on the contrary, many of the economics papers I have looked 
at seem obsessed with math for its own sake, with real human problems 
hardly anywhere to be seen. The prevalence of existence proofs or statistical 
significance demonstrations without regard for what McCloskey calls “How 
Big?” was astonishing. 
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The predominance of abstract mathematical theory in economics was 
highlighted succinctly by Wassily Leontief in a letter to Science Magazine 
(Leontieff, 1982). Perusing the contents of the American Economic Review, he 
found that a slight majority of the articles presented mathematical models 
without any data, just 12% presented analysis without any math, while the 
rest were mainly empirical studies. “Page after page of economic journals 
are filled with mathematical formulas leading the reader from sets of more 
or less plausible but entirely arbitrary assumptions to precisely stated but 
irrelevant theoretical conclusions,” he said. Math without data is unknown 
in engineering journals and rare in physics journals. 

 
 
 

THE ECONOMICS OF MATHEMATICAL ENGINEERING 
 
 
Engineers observe some rudimentary principles of economics, usually 

without knowing their names. As indicated above, there is specialization 
and a division of labor: proofs are left to the mathematicians and 
programming of analysis software to the programmers. Cost avoidance is 
another. Math is costly—car crash analyses, while generally much cheaper 
than actual crash tests, still require expensive talent and industrial-strength 
computers. Project managers try to minimize analysis costs and to calm the 
passions of analysts who may have fallen in love with their models and want 
to do “just one more run.” And thirdly, projects have firm and objective 
goals. Even in government-funded engineering projects where market 
discipline is absent, physical discipline still rules. The Mars lander either 
works or it doesn’t. Paradoxically, economists seem less attached to 
economic principles than engineers. 

 
 
 

MATHEMATICAL ECONOMICS IN THE CLASSROOM 
 
 
I am enrolled in a graduate microeconomics class which is almost 

entirely mathematical, though only at the level of elementary calculus. I am 
saddened by the experience. During the breaks, some students tell me it’s 
just a hurdle for them to jump on their way to a degree. For them, perhaps 
the only harm done is the opportunity cost. What if, instead, they spent a 
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semester applying Hazlitt’s Economics in One Lesson to present-day problems? 
Surely they would come away better able to think critically about vital 
current issues. But what bothers me most is the prospect that one or two 
bright students may enter a Ph.D. program and vanish into a black hole of 
mathematical esoterica. At their age, I would have been entranced by the 
cool properties of the Cobb-Douglas production function. I would have 
heard the siren song loud and clear. 

A glance at a contemporary econometrics textbook such as Peracchi’s 
(2001) is instructive. The author says it is for advanced undergraduates or 
first-year graduate students. Nowhere is the term “econometrics” defined, 
nor is there any introduction that might have placed the subject matter in 
context. The book’s very first sentence is “Consider a data matrix z of order 
n×q, consisting of n observations on q variables that are numerical or can be 
represented as numerical.” The topics include regression, sampling, time 
series, estimation, and related subjects, all good topics to be sure, useful in 
engineering, and likely in economics, as well. And there is nothing 
necessarily wrong with a pure math course in support of economics. 
Engineers take math courses, but all the math courses I ever took were 
given by the math department, and we all knew we were being prepared to 
apply the stuff, at which time theorems and derivations would be forgotten. 
But even though the math department was giving those courses, they took 
pains to include sample applications from physics or engineering. How 
strange, then, to find a text for use outside the math department that is pure 
mathematics. I found only one of about 400 end-of-chapter exercises in 
Peracchi that mentions human action, and that one begins, “In each period 
t, a farmer i combines his entrepreneurial ability Ai with labor input Lit in 
order to maximize expected profit лit=PitQit-witLit”  (Peracchi 2000, 422-
423). It may be that any student who uses the Peracchi text in class has had 
the context and purpose of econometrics established by his instructors. 
Still, the nearly complete absence of any discussion of applications suggests 
that we are looking at math for the sake of math. 

 
 
 

MODELING USED CAR PRICES 
 
 
A recent paper (Stolyarev 2002) will serve to illustrate the puzzlement 

I feel as an engineer studying the application of mathematics to economics. 
The paper observes a bimodal distribution of used car sales with peaks at 
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about 3-5 years and at about 10 years. Anyone who has owned a car could 
probably make some good guesses as to why. Mechanical problems start to 
surface after 3-5 years prompting many owners to sell. At ten years, most 
cars are just about finished.  Most of us know that. But the paper claims to 
“explain” these phenomena using a mathematical equilibrium model. 
Without questioning the soundness of the mathematics employed, one 
might ask why this phenomenon needs explaining, or why common-sense 
explanations are inadequate, and most of all, just what has been gained in 
the end. The work described is in some ways similar to the task of building 
an engineering model and showing that it successfully explains some data 
gathered in the laboratory or in the field. One might admire the intelligence 
and the diligence and the cleverness that went into such a model. One 
might adopt it as a classroom example or apply it to subjects other than 
used cars. But the  reason engineers undertake such an effort (other than in 
the classroom) is to improve designs or diagnose failures. No such prospect 
is offered in the Stolyarov paper. He claims his model “captures the 
observed resale patterns for autos.” (Stolyarev 2002, 1391) By “capture” he 
of course means that his model successfully generates the observed bi-
modal distribution. No mean feat, to be sure, yet one is left wondering just 
what has been gained by the capture. He does not claim that his explanation 
is superior to common-sense explanations nor that his model could be 
valuable to buyers or sellers of used cars. Perhaps economists who study 
the paper will develop a better “feel” for used-car markets (or for any 
market for used goods, as the model is more general than just used cars). I 
believe any lay person could read the Kirkpatrick crash-analysis paper and 
without understanding any of the math or engineering, get some idea of the 
practical value of the work. Can the same be said for the Stolyarov used car 
paper? Could his model provide some benefit to buyers or sellers of used 
cars, however indirectly? 

 
 
 

MATHEMATICS VERSUS WISDOM 
 
 
Mathematics can be very alluring.  Professional mathematicians speak 

frequently of “beauty” and “elegance” in their work. Some say that the 
central mystery of our universe is its governance by universal mathematical 
laws. Practitioners of applied math likewise feel special satisfaction when a 
well-crafted simulation successfully predicts real-world physical behavior. 
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But while the mathematicians, some of them at least, are explicit about 
doing math for its own sake, engineers are hired to produce results and 
economists should be, too. It’s fine if a few specialists labor at the outer 
mathematical edge of these fields, but the real needs and real satisfactions 
are to be found in applications. 

Western civilization has brought us an explosion of human welfare: 
prosperity, longevity, education, the arts, and so on. We very much need the 
wisdom that economists can offer us to help understand and sustain this 
remarkable record. What good are engineers’ accomplishments in crash 
simulations if the benefits are denied to the world by trade barriers, stifling 
regulation, congested highways, or bogus global warming restrictions? What 
can mathematical economics contribute to such vital issues? Not much, if 
Deirdre McCloskey is right when she says, “economics has learned 
practically nothing from the dual triumph of mathematical economics and 
econometrics.” What if, as she says, “The best minds in economics have 
been diverted into an intellectual game, I say, with as much practical payoff 
as chess problems” (McCloskey 2000, 217). What if real answers to urgent 
problems could be delivered in plain English? Do economists have the 
courage to shun the romance of mathematics and produce such answers? 
Let us hope so. 
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Salute to Schelling: 
Keeping It Human 

 
 

DANIEL B. KLEIN, TYLER COWEN, AND TIMUR KURAN*

 
 

THOMAS SCHELLING HAS BEEN ONE OF THE, AND IN MANY CASES 

the, pioneer in developing the following ideas: coordination concepts, focal 
points, convention, commitments (including promises and threats) as 
strategic tactics, the idea that strategic strength may lie in weaknesses and 
limitations, brinkmanship as the strategic manipulation of risk, speech as a 
strategic device, tipping points and critical mass, path-dependence and lock-
in of suboptimal conventions, self-fulfilling prophecy, repeated interaction 
and reputation as a basis for cooperation, the multiple self, and self-
commitment as a strategic tactic in the contest for self-control.   

Schelling’s most noted works are The Strategy of Conflict (1960), Arms 
and Influence (1966), Micromotives and Macrobehavior (1977), and Choice and 
Consequence (1984). 

When Thomas Schelling became a Distinguished Fellow of the 
American Economic Association, the Journal of Economic Perspectives 
published a splendid tribute to him written by Richard Zeckhauser (1989). 
Zeckhauser captured Schelling’s remarkable quality of developing important 
insights while eschewing attempts to bottle them as formalized ideas.  

                                                                                        
* Klein: Department of Economics, Santa Clara University; Cowen: Department of 
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Schelling has always displayed an absolute independence from the trend 
toward formalization. His career reflects the deep sense that stories should 
be about human beings, not mere utility functions, and that formalization, 
while fruitful in some respects, tends to kill key human qualities. 

Zeckhauser (154) says: “Schelling’s work [contributed] fundamental 
game theory insights to political science, psychology, and sociology long 
before core economists found that conjectural equilibria and commitment 
difficulties were central to [economics].”   

One indicator of a scholar’s impact is citation analysis. The Institute 
for Scientific Information (ISI), now a unit of the Thomson Corporation, 
compiles citation information in several selective databases. ISI also 
publishes a website called “Highly Cited”, which tabulates and ranks 
researchers by citations (ISIHighlyCited.com). Unfortunately, that service is 
based on citations to articles in certain journals since 1981. Citations to 
Schelling are mainly to his book, and “Highly Cited” does not include 
Schelling at all. Therefore, we contacted Thomson Scientific-ISI and 
purchased the complete raw citation information needed to make a relevant 
comparison, and carefully cleaned the data.1 Table 1 shows the total 
citations2  of Schelling and of four other economists, who have been 
awarded the Nobel Prize in economics. By this metric, Schelling’s ideas 
seem to have had extraordinary impact. One reason we write this piece is to 
express publicly our admiration for Schelling. Another is to assemble this 
evidence of Schelling’s influence and make sure it is not overlooked in 
further deliberations about awards that help to express and define the 
character of professional economics. 

 
 
 

                                                                                        
1 There are a number of problems in ISI’s data methods, but the problems do not 
undermine the results presented here. For example, articles in indexed journals with footnote 
references, such as law review articles, generate a citation to a work every time that work is 
footnoted in the same article, giving a huge advantage to works discussed in law reviews.  
Other biases and problems have been discussed. 
 
2 The citation data was purchased from Thomson Scientific (ISI) in October 2004. The 
databases covered were the Social Science Citation Index (1956 to Oct. 2004), Arts & 
Humanities Citation Index (1975 to Oct. 2004), and the Science Citation Index Expanded 
(1945 to Oct. 2004). A citation is counted once, even when its journal is indexed in two 
databases; there is no duplication. For further information on the citation count, see the 
Excel file containing the spreadsheet and explanations. 
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Table 1: Total citations of five economists 
 

Author Name Total cites 

Total cites 
weighted for 
coauthorship 

T. Schelling 6767 6668 
J. Harsanyi 5315 4988 
G. Akerlof 4915 3935 
R. Selten 2548 2348 
A.M. Spence 2286 2276 

 
 
 

KEEPING IT HUMAN 
 
 
Zeckhauser (154) notes that long before conjectural tools became 

part of the microtheorist’s tool kit, Schelling showed the importance of “if 
he thinks that I think” reasoning. During the second half of the 20th 
century, economists made a discipline that seemed to strive for determinant 
systems of economic relationships, based on initial conditions of 
endowments, technologies, and preferences. In dealing with the “he thinks 
that I think” nature of social affairs, the formalists have generally had to go 
to the length of assuming closed systems known as common knowledge.  
Equilibrium model-building by and large depends on the common-
knowledge assumption or some approximation to it (Friedman 1986, 11; 
Rasmussen 1989, 51; Binmore 1992, 150). But the common-knowledge 
assumption does not suit the flavor of Schelling’s thought, because people 
tend to generate disjoint or asymmetric interpretations of affairs, and to 
transcend and complicate whatever they think others think they think of a 
situation. Schelling captured this transcendent human quality in passages 
like this one. 

 
Taking a hint is fundamentally different from deciphering a 
formal communication or solving a mathematical problem; 
it involves discovering a message that has been planted 
within a context by someone who thinks he shares with 
the recipient certain impressions or associations. One 
cannot, without empirical evidence, deduce what 
understandings can be perceived in a nonzero-sum game 
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of maneuver any more than one can prove, by purely 
formal deduction, that a particular joke is bound to be 
funny. (Schelling 1960, 163-64) 

 
Agents in equilibrium models never laugh at jokes. Humor depends 

on asymmetric interpretation, which is something that common-knowledge 
assumptions preclude.   

Schelling believes that understanding the interplay of interpretations 
and expectations necessarily involves human context and empirical 
referents: “An analyst can deduce the decisions of a single rational mind if 
he knows the criteria that govern the decisions; but he cannot infer by 
purely formal analysis what can pass between two centers of consciousness” 
(163). Zeckhauser captures Schelling’s commitment to the human element. 

 
Many mathematical game theorists, who are likely to focus 
on the formal properties of payoff matrices, would not 
accept the need for empiricism. When confronted with 
one of Schelling’s problems, say to choose among multiple 
equilibria in a non-zero-sum game, they might propose an 
axiomatic method. Schelling would have no objection—he 
takes all the help he can get—but he would probably 
observe that for most players a mathematically irrelevant 
feature that nevertheless conveys a tacit signal is likely to 
prove more reliable. Schelling, in essence, plays his games 
in a world that is richer than most game theory analyses. 
He acknowledges that players may choose ‘dominated’ 
strategies not only to create reputations, but to adhere to 
ethics, build self-respect, or reflect generosity. To say that 
Schelling is merely exploring metagames, while perhaps 
technically correct, seems to miss the richness. 
(Zeckhauser 1989: 158-59) 

 
Schelling seems to say that being human is an open-ended process, 

and our theories should be populated by these open-ended creatures. No 
machine or mathematical function can, by itself, approximate the human 
being.   

Moreover, Schelling shows a commitment to social science as a part 
of the public culture, and consequently recognizes that the analyst may well 
be a factor in the game. An important theory may influence social affairs, 
thereby altering the situation and retiring its applicability.   
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These tendencies have made Schelling a unique and independent 
figure in the social sciences. His writings have taught us many crucial 
insights, and his example has edified and inspired us.  For all that we are 
grateful. 
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